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Abstract 

This pilot study aims to evaluate the AI-Teacher Teaching Task Spectrum 
(AITTTS), a framework designed to categorise human-AI intervention levels 
based on the teaching tasks and their suitability for AI or human intervention. 
The primary objective was to provide preliminary validation of the 
framework’s practical utility by examining its alignment with current 
literature and gathering practitioner feedback. A systematic literature review 
was conducted, focusing on three key studies that offered insights into AI-
teacher task delegation. Additionally, a structured survey was used to collect 
data from three expert practitioners in AI and education, with Fleiss’ Kappa 
applied to measure agreement. The findings indicated substantial agreement 
(Fleiss’ κ = 0.73) on the framework’s validity, particularly for identifying 
tasks suitable for AI, such as procedural and knowledge-based activities. 
However, the study’s small sample size and limited geographic diversity 
restrict the generalisability of the findings. Disagreements, especially 
regarding AI’s role in creative and relational tasks, highlight areas requiring further exploration. As the first 
step in an iterative research agenda, this pilot study provides foundational insights into the framework’s 
potential. Future research will involve expanded participant samples, broader educational contexts, and 
iterative refinements to enhance the framework’s applicability and generalisability across varied 
educational settings.  
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Introduction  
Artificial intelligence (AI) is increasingly present in education, offering both opportunities and 
challenges for educators. However, it would be an overstatement to claim that AI has already 
reshaped the landscape entirely. Its influence, while growing, is still developing in areas such as 
ethics, finance, and pedagogy. Rather than asserting AI has already revolutionised education, 
this paper acknowledges that AI holds significant potential to transform teaching and learning as 
it becomes more integrated into educational environments. 

A critical gap exists in the literature: while artificial intelligence (AI) is increasingly adopted in 
educational settings, there is limited research on how AI and teachers can effectively collaborate 
across different types of teaching tasks. Understanding AI's role is essential to avoid both 
underutilisation and overreliance on technology. The AI-Teacher Teaching Task Spectrum 
(AITTTS) framework aims to address this issue by offering a structured approach to AI-teacher 
collaboration. This pilot study represents the first step in a broader research agenda designed to 
evaluate the AITTTS framework. As a pilot validation, it establishes a foundation for future 
research that will involve iterative refinement through diverse participant samples, expanded 
educational contexts, and additional rounds of evaluation. This process ultimately aims to provide 
a robust and generalisable model for AI-teacher collaboration that can be tested through real-
world application. To evaluate the practical utility of the AITTTS framework, this study employs a 
structured survey to gather quantitative and qualitative data from experienced practitioners, along 
with a systematic literature review, to evaluate the AITTTS framework in practical settings. This 
study was framed as a pilot to explore the practical utility of the AITTTS framework in educational 
settings. The focus on a small sample and targeted literature review was intentional, allowing for 
a manageable scope and providing preliminary insights to guide future research. Practitioner 
reviews are particularly valuable in contextualising frameworks like the AITTTS within everyday 
teaching practices, ensuring that the framework meets the needs of educators and aligns with 
classroom dynamics (Alharmoodi & Lakulu, 2022; Bradford et al., 2019) and grounded in practical 
experience. 

This study seeks to answer the following research questions: 

RQ1: How does the AI-Teacher Teaching Task Spectrum fit within the broader literature on AI’s 
role in education? 

RQ2: Is there sufficient consensus among independent practitioners regarding the validity and 
practical utility of the AI-Teacher Teaching Task Spectrum? 

Clarifying these questions will provide a foundation for refining the AITTTS framework and, more 
broadly, for better understanding how AI and human teachers can collaborate effectively in 
educational settings. 

The AITTTS framework draws on Bloom’s Taxonomy (1985), which categorises teaching tasks 
from procedural duties, such as administrative responsibilities, to more complex tasks like 
creativity and pastoral care. By mapping AI capabilities against this taxonomy, the AITTTS 
framework offers a method to determine where AI can support or enhance teaching, and where 
human intervention remains crucial. Evaluating the effectiveness of this framework is essential to 
ensure that AI is integrated in ways that enhance, rather than diminish, the vital role of educators. 
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Given the nascent stage of research on the AI-Teacher Teaching Task Spectrum (AITTTS) and 
the limited geographic and participant diversity, this study is framed as a pilot. The aim is to 
provide preliminary insights into the framework’s utility and identify directions for future, larger-
scale research. 

Background 
Artificial intelligence (AI) in education has traditionally been used to handle routine, repetitive 
tasks that reduce the administrative burden on teachers. Early AI applications primarily focused 
on systems designed to automate administrative tasks such as grading assignments, managing 
student records, and responding to frequently asked questions (Shen & Su, 2020). Tools like 
automated grading platforms used algorithms to evaluate objective assessments, providing rapid 
feedback to students, particularly for multiple-choice questions and structured essays. Chatbots 
and virtual assistants were commonly employed to handle student queries related to deadlines, 
course information, and institutional policies, effectively streamlining these operations and 
allowing educators to focus more on pedagogical aspects of teaching. 

AI-driven learning management systems (LMS) also played a pivotal role in this phase, 
automating tasks such as tracking student performance, managing submissions, and delivering 
instructional content in a more structured way (Pérez et al., 2020). These early AI tools 
demonstrated the potential of AI to assist with the procedural and administrative tasks of 
education, reducing the time teachers spent on non-pedagogical duties and enabling them to 
dedicate more time to personalised instruction. 

Expansion into Instructional and Learning Tasks 

As AI technologies have advanced, newer systems have expanded beyond basic administrative 
functions to take on more complex instructional roles. Intelligent tutoring systems (ITS), for 
instance, are designed to provide students with personalised learning experiences by adapting to 
their learning needs in real-time (Ashri & Sahoo, 2021). These systems use machine learning 
algorithms to track student progress, identify areas where they need improvement, and adjust the 
difficulty of the tasks accordingly. This allows for a more student-centred approach, where AI 
plays a more active role in knowledge recall and basic analysis tasks—corresponding to the 
foundational levels of Bloom’s Taxonomy. 

Automated essay scoring systems have also emerged, providing feedback on more subjective 
assessments, though their accuracy and reliability remain under scrutiny, particularly when it 
comes to assessing creativity and nuance in student work (Williamson et al., 2020). AI-powered 
adaptive learning platforms, like those used by online education providers, further push the 
boundaries by offering real-time feedback and dynamically adjusting content to suit individual 
student learning paths. 

AI’s Growing Role in Higher-Order Teaching Tasks 

While AI has proven effective in assisting with knowledge recall and basic instructional tasks, its 
application to higher-order teaching tasks, such as critical thinking, creativity, and relational 
dynamics, remains more limited. AI tools like predictive analytics platforms and real-time feedback 
systems can help provide data-driven insights into student performance, but the teacher’s role is 
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still critical in guiding students through the process of contextualising information, applying it to 
real-world problems, and drawing informed conclusions. 

For example, while AI-driven systems can assist with generating data for analysis, teachers are 
still needed to help students critically interpret that data, fostering deeper engagement with 
complex topics. In these tasks, AI serves as a supportive tool, while the human teacher plays the 
lead role in encouraging higher-order thinking and creative problem-solving (Cotton et al., 2023). 

At the upper end of the AI-Teacher Task Spectrum, tasks that require emotional intelligence and 
creativity—such as pastoral care and motivating students—remain largely outside the reach of 
current AI technologies. AI tools, while useful for providing supportive content or handling 
procedural duties, lack the emotional depth and relational capabilities that are essential in 
teaching tasks where empathy, motivation, and inspiration play a critical role (Young, 2022). AI 
chatbots could also not be able to recognise or appropriately respond to signs of distress or 
possible harm (De Freitas et al., 2023). In this context, the human teacher is irreplaceable, offering 
the personal connection that is central to a holistic educational experience (Selwyn, 2019). 

Literature 
AI’s early applications in education focused primarily on simplifying administrative tasks, but 
recent advancements have extended its reach into more complex areas of teaching and learning. 
This shift necessitates a deeper understanding of the role AI plays in education and how AI and 
human teachers can collaborate most effectively. Such an understanding also provides a 
foundation for examining the AI-Teacher Teaching Task Spectrum (AITTTS)—a framework 
designed to navigate these evolving roles by delineating tasks that can be delegated to AI and 
those that require the unique capabilities of human teachers.  

Early Roles of AI in Education 

The initial role of AI in education was primarily focused on automating routine, repetitive tasks to 
reduce the administrative burden on teachers. Early AI systems were designed to handle tasks 
such as grading assignments, managing student records, and providing automated responses to 
frequently asked questions (Pérez et al., 2020). These rule-based systems, including AI-powered 
grading platforms, used algorithms to evaluate student responses to multiple-choice questions 
and structured essays. Automated systems like these freed teachers from time-consuming 
grading processes, allowing them to focus more on student engagement and higher-order tasks 
such as critical thinking and personalised feedback (Luckin et al., 2016).  

AI as an Administrative Tool 

In this phase, AI was largely confined to administrative and procedural roles, functioning as an 
assistant rather than a central player in the educational process. For example, automated grading 
tools provided rapid feedback to students on objective assessments, significantly speeding up the 
evaluation process. Similarly, chatbots and virtual assistants were introduced in many institutions 
to answer routine student queries, such as questions about deadlines, course materials, or 
institutional policies (Shen & Su, 2020). These AI-driven systems made it easier for students to 
access information and allowed teachers to redirect their energy toward more complex 
pedagogical tasks. 
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Impact on Education 

The impact of these early AI implementations was twofold: while AI relieved teachers of repetitive 
tasks, it also began to reshape the classroom dynamic. The time saved through automated 
systems allowed for more personalised instruction, as teachers could now devote additional 
attention to individual student needs (Pérez et al., 2020). Studies found that this shift improved 
student engagement and led to more efficient classroom management. By automating tasks such 
as grading, teachers were also able to offer students more timely feedback, helping to foster a 
more responsive and dynamic learning environment (Chen et al., 2020). 

Concerns about AI's Early Use in Education 

However, the early adoption of AI in education was not without its challenges. One of the main 
concerns was the over-reliance on AI for grading, especially for subjective assessments such as 
essays and projects, where human judgment is often necessary to evaluate creativity, nuance, 
and context. Critics argued that AI-based grading systems could not account for the complexity 
of human expression and were prone to errors in interpretation (Williamson et al., 2020). 
Additionally, the feedback provided by these systems was sometimes perceived as too simplistic 
or impersonal, lacking the depth and guidance that a teacher's input could offer (Wang et al., 
2024). 

Another concern was the quality and reliability of the AI systems themselves. As these 
technologies were still in their early stages, many systems faced software glitches and operational 
limitations. For example, AI-driven feedback systems, while fast, sometimes delivered feedback 
that was not useful or relevant to the specific context of the student's learning (Wang et al., 2024). 
This led to frustrations among both students and educators, who expected more meaningful 
insights from the technology. Moreover, there were ethical concerns about data privacy, as AI 
systems in educational settings collected significant amounts of personal data from students, 
raising questions about how that data was being used and stored (Holmes et al., 2019). 

Balancing Efficiency with Pedagogy 

While AI brought greater efficiency to the educational process, its impact on pedagogy was more 
complex. Teachers and educational institutions had to find a balance between the benefits of 
automation and the importance of maintaining the human touch in education. For example, while 
AI could handle objective tasks such as grading multiple-choice tests, teachers were still needed 
to provide deeper insight and understanding, particularly when it came to guiding students through 
more subjective or creative work. The human element remained critical for tasks requiring 
emotional intelligence, creativity, and critical thinking (Selwyn, 2019). 

As AI began to take on more administrative tasks, concerns also grew about the potential for 
teachers to lose some of the relational aspects of teaching. AI’s ability to streamline processes 
sometimes led to a depersonalisation of education, as interactions between teachers and 
students became more transactional. While this efficiency was beneficial, it raised questions 
about how AI might affect the relational dynamics in education, a critical component for student 
motivation and engagement. 
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AI-Teacher Teaching Tasks Spectrum 

The AI-Teacher Teaching Task Spectrum (AITTTS) is a conceptual framework designed to help 
delineate the appropriate roles for AI and human teachers within the educational process. As AI 
systems have evolved and become capable of performing many tasks traditionally handled by 
educators, there has been a growing need for clarity about where AI can excel and where human 
intervention remains indispensable. The AITTTS (Figure 1) addresses this by mapping teaching 
tasks along a spectrum, from procedural and administrative duties to creative, relational, and 
pastoral care tasks. 

Figure 1 

Spectrum of AI-Teacher Teaching Tasks 

 
At the lower end of the spectrum are procedural tasks, which can largely be delegated to AI 
systems. These include administrative responsibilities such as managing assessment deadline 
extensions, handling basic queries, and guiding students to course information. AI systems, such 
as those integrated into learning management systems, have already been shown to effectively 
manage these tasks (Pérez et al., 2020). Their primary advantage lies in reducing the time 
teachers spend on repetitive duties, allowing them to focus more on personalised instruction and 
student engagement. 

The next level includes knowledge recall tasks, which align with the foundational levels of Bloom’s 
Taxonomy. AI-driven tools like intelligent tutoring systems are particularly suited to assisting 
students with recalling information and performing basic analysis. These systems can access vast 
amounts of information instantaneously, serving as knowledge repositories that students can use 
to enhance their learning experience (Ashri & Sahoo, 2021). However, while AI can provide 
students with access to information, the teacher’s role is critical in guiding them to apply and 
interpret this knowledge in meaningful ways. 

As the tasks become more complex—such as application, analysis, and evaluation—the role of 
human teachers becomes more prominent. AI can support these tasks by providing initial data or 
performing basic analyses, but higher-order thinking tasks often require human oversight to 
ensure that students are not only using AI tools responsibly but also interpreting the data critically 
(Cotton et al., 2023). For example, AI might help a student retrieve and organise relevant data, 
but it is the teacher who guides the student in contextualising that data, applying it to real-world 
problems, and drawing informed conclusions. 
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At the upper end of the spectrum are creative and relational tasks, where the human element of 
teaching is essential. Tasks that require emotional intelligence, empathy, and creativity are 
inherently human and cannot be effectively handled by AI. Teachers play a crucial role in fostering 
creativity in students by helping them synthesise knowledge, apply it in innovative ways, and 
navigate the emotional and relational aspects of learning. AI’s role in these tasks is minimal, 
limited to providing tools or resources, while teachers guide the creative process and offer 
personal support. 

Finally, teaching is not merely an intellectual exercise but also a relational one. Inspirational tasks, 
such as motivating and encouraging students, and pastoral care tasks, which provide emotional 
and personal support, are deeply connected to the teacher-student relationship. While AI can 
simulate some aspects of human interaction, it lacks the emotional depth and lived experiences 
that are central to genuine relational teaching (Williamson et al., 2020). In these areas, the human 
teacher remains irreplaceable, offering empathy, inspiration, and a personalised approach to each 
student’s needs. 

Method 

Research Process 

This pilot study employed a three-phase research process to provide an initial evaluation of the 
AI-Teacher Teaching Task Spectrum (AITTTS). Given the exploratory nature of this work, the 
study was designed to test the framework’s feasibility and gather preliminary insights from a small 
sample of expert practitioners. The process involved a systematic literature review, practitioner 
evaluation through a semi-structured questionnaire, and a final phase of data analysis. These 
methods were selected to rigorously assess the validity and reliability of the framework and to 
provide a comprehensive evaluation through both theoretical and practical lenses (Hasanpoor et 
al., 2019). 

The study combined these approaches to provide a holistic understanding of the AITTTS. The 
literature review established the theoretical foundation for understanding AI’s role in education by 
identifying key trends and existing frameworks. This review addressed RQ1, which seeks to 
understand how the AITTTS fits within the broader literature on AI in education. In contrast, the 
empirical phase through practitioner feedback directly addressed RQ2 by testing the framework’s 
practical validity and exploring practitioner consensus on its utility in real-world settings.  

Theoretical Framework 

The AITTTS is theoretically grounded in Bloom’s Taxonomy and an adapted Technology 
Acceptance Model (TAM). Bloom’s Taxonomy categorises educational objectives into a hierarchy 
of cognitive skills, ranging from simple recall to complex evaluation and creation tasks, which 
directly informs the classification of tasks within the AITTTS. This theoretical model helps 
distinguish tasks that AI can take on, such as procedural or knowledge-recall tasks, from those 
that require human intervention, like creative or pastoral care tasks. 

The adapted Technology Acceptance Model (TAM) provides additional insight into the 
relationship between AI and human teachers by assessing the perceived usefulness and ease of 
use of AI tools in educational contexts. This hybrid approach, adapted to the educational context, 
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emphasises the role of social, cognitive, and teaching presence, offering a nuanced 
understanding of how AI can support human teachers without fully replacing them. 

Phase One: Systematic Literature Review 

The first phase of the study was a systematic literature review designed to identify existing 
knowledge related to the role of AI in education, specifically focusing on the interaction between 
AI and teachers. A systematic review was selected to ensure a transparent and replicable 
methodology, following the typology outlined by Grant & Booth (2009). This review allowed for 
the contextualisation of the AITTTS within the broader literature and helped to define the 
theoretical foundations of the framework. The systematic literature review was designed to 
establish a theoretical foundation for this pilot study by identifying key trends and frameworks 
relevant to AI-teacher interactions. While the review captured the state of the field up to late 2023, 
the focus was deliberately narrowed to align with the study's exploratory scope, selecting studies 
that offered direct insights into task delegation. The primary objectives were: 

1. To identify key themes and concepts regarding the role of AI in education. 

2. To explore any gaps, inconsistencies, or controversies within the existing literature. 

3. To position the AITTTS within the current educational discourse. 

Phase Two: Practitioner Review 

The second phase involved a practitioner review as part of this pilot study, in which three 
experienced educators and teaching professionals with AI exposure were engaged to evaluate 
the validity of the AITTTS. A structured survey was employed, comprising closed-ended questions 
with Likert-scale responses to facilitate quantitative analysis, and open-ended questions to 
capture qualitative insights. Although the survey was initially described as semi-structured, its 
implementation leaned toward a structured format, limiting participants' ability to deviate from 
predefined responses. This design choice was intentional to ensure consistency across 
responses within the constraints of the small sample size, while the qualitative questions allowed 
for richer, contextual reflections. Combining quantitative and qualitative methods in this pilot study 
was deemed appropriate for generating preliminary insights into the framework’s utility, 
acknowledging that the small sample size limits the generalisability of findings. . The key steps 
were: 

1. Selecting a panel of experienced practitioners with AI exposure in their teaching. 

2. Administering a semi-structured questionnaire designed to assess the framework’s value 
and alignment with practical experiences. 

3. Evaluating the feedback for alignment with the AITTTS framework, focusing on whether 
the framework accurately reflects the teaching tasks in contemporary educational settings. 

This empirical phase was conducted to complement the theoretical findings from the literature 
review, providing a well-rounded evaluation of the framework. 
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Final Phase: Data Analysis 

As part of this pilot study, the data from both phases underwent rigorous analysis tailored to the 
pilot study’s exploratory goals. Quantitative responses were analysed using Fleiss’ Kappa to 
assess agreement among the three practitioners, while qualitative responses were analysed 
thematically to identify emerging patterns and contextual insights. Although the small sample size 
limits statistical power, this mixed-methods approach was chosen to balance measurable 
practitioner consensus with nuanced feedback, providing a holistic preliminary evaluation of the 
AITTTS framework. This approach, while limited in scope, provides an initial foundation for 
evaluating the AITTTS framework. Thematic analysis was chosen for its adaptability in identifying 
patterns and trends from qualitative data (Nowell et al., 2017), while Fleiss’ Kappa was applied to 
measure consensus on the validity of the AITTTS. 

 

Results 

Phase One Results: Systematic Literature Review 

A systematic literature review was conducted to establish a theoretical foundation for the AI-
Teacher Teaching Task Spectrum (AITTTS). An initial search yielded 86 records, which were 
filtered based on relevance to the research objectives. Studies were included if they explicitly 
addressed AI-teacher task delegation or provided a conceptual framework aligned with the 
AITTTS. Fourteen studies met these criteria, of which three were selected for detailed discussion 
due to their direct alignment with the framework’s focus on task delegation between AI and human 
teachers. The remaining studies provided broader contextual insights and were summarised in 
the background section. 

Search strategy 
The literature review was conducted using Scopus, selected due to its comprehensive coverage 
of peer-reviewed literature in the fields of education and AI (Aghaei Chadegani et al., 2013). The 
review focused on articles published between 2016 and 2024, capturing the most recent 
advancements in AI education, particularly after the development of major AI tools such as 
ChatGPT. The other inclusion criteria were: (1) articles published in English, (2) peer-reviewed 
journal articles or conference proceedings, and (3) studies that explicitly addressed AI-teacher 
interactions or AI applications in education. Articles that focused solely on technical aspects of AI 
without relevance to education were excluded. 
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Table 1 

List of Search Terms 

Topics Search Term 

Artificial 

Intelligence 

"AIed*"  OR  "Artificial Intelligence  in 

education*"  OR  "Teacherbot*"   

OR  "automated tutor*"  OR  "intelligent computer-aided 

instruction" 

AND 

Teacher 

"Teach*"  OR  "Instruct*"  OR  "Tutor*"   

AND 

Framework 

"Frame*"  OR  "Paradigm*" OR “Princ*” 

 

After the application of the search terms in Table 1, a total of 86 records were identified. This set 
of records were useful as a frame of reference but was narrowed down for clarity and recency. A 
second set of criteria was used to sharpen the focus of the search. The inclusion criteria are seen 
in Table 2 below. Using records in the past 8 years would provide the most recent and updated 
literature in this space. Given that OpenAI (the creators of ChatGPT) was only founded in 
December 2015, going back to 2016 will give a long enough timeframe to see any proposed 
frameworks or paradigms for AI in education, but also recent enough so as to have relevance and 
currency.   

Table 2 

Inclusion Criteria 

Inclusion 

Criteria 

Time Period: from 2016 to 2024 

Publication Type: Peer Reviewed Journals, Conference Proceedings 
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English 

A total of 49 records were found to fit the new requirements. Out of these 49 articles, articles that 
proposed a framework but was narrowly focused only on the study were excluded. This is because 
the research is trying to have a broader view of AI in education, and how the AI-Teacher teaching 
tasks spectrum can sit within it. After reading through manually and checking for relevancy, a final 
total of fourteen articles are found. 

Table 3 

List of Relevant Articles 

Authours (Year) Title of article Framework / Paradigm 

Ouyang F.; Jiao P.; Alavi 

A.H. (2020) 

Artificial intelligence-based 

smart engineering education 

leaner-receiver, learner-

partner and learner-centre 

Lameras, Petros (2022) A Vision of Teaching and 

Learning with AI 

Content and information, 

AIED and Knowledge 

application, AIED and 

adaptive tasks, AIED and 

adaptive assessment, AIED 

and self-regulation 

Lameras P.; Arnab S. (2022) Power to the Teachers: An 

Exploratory Review on 

Artificial Intelligence in 

Education 

Adaptive, Collaborative 

Learning Support (ACLS), 

Conversation and Social and 

Emotional Learning 
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Baker, T.; Smith, L.; Anissa, 

N. (2019) 

Educ-AI-Tion Rebooted? 

Exploring the future of 

artificial intelligence in 

schools and colleges 

(1) learner-facing, (2) 

teacher-facing, and (3) 

system-facing 

Xu, W & Ouyang, F (2022) A systematic review of AI 

role in the educational 

system based on a proposed 

conceptual framework 

complex adaptive systems 

perspective 

Hwang G.-J.; Xie H.; Wah 

B.W.; Gašević D. (2020) 

Vision, challenges, roles and 

research issues of Artificial 

Intelligence in Education 

Intelligent tutor, Intelligent 

tutee, Intelligent learning tool 

or partner, Policy-making 

advisor 

Alam A. (2021) Should Robots Replace 

Teachers? Mobilisation of AI 

and Learning Analytics in 

Education 

AI Education Administration, 

AI Instruction, AI Learning, 

AI performance 

Sottilare R.A.; Baker R.S.; 

Graesser A.C.; Lester J.C. 

(2018) 

Special Issue on the 

Generalized Intelligent 

Framework for Tutoring 

(GIFT): Creating a Stable 

and Flexible Platform for 

Authoring, instructional 

management, evaluation 
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Innovations in AIED 

Research 

Gibson D.; Kovanovic V.; 

Ifenthaler D.; Dexter S.; 

Feng S. (2023) 

Learning theories for 

artificial intelligence 

promoting learning processes 

Macro, micro, meso levels of 

learning 

Sowmia K.R.; Poonkuzhali 

S. (2020) 

Artificial intelligence in the 

field of education: A 

systematic study of artificial 

intelligence impact on safe 

teaching learning process 

with digital technology 

Smart Coaching, Evaluation 

and Appraisal, framework 

and personalisation, 

preparing and forecasting 

Feng S.; Law N. (2021) Mapping Artificial 

Intelligence in Education 

Research: a Network‐based 

Keyword Analysis 

online learning; (2) game-

based learning; (3) 

collaborative learning; (4) 

assessment; (5) affect; (6) 

engagement; and (7) learning 

design 

Ouyang, F & Jiao, P. (2021) Artificial intelligence in 

education: The three 

paradigms 

AI-Empowered, AI-

supported, AI-Directed 
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Humble, N & Mozelius, P 

(2019) 

Teacher-supported AI or AI-

supported teachers? 

Teacher-supported AI, AI-

Compatible AI, AI-Supported 

Teachers 

Lodge, J. M; Thompson, K & 

Corrin, L (2023) 

Mapping out a research 

agenda for generative 

artificial intelligence in 

tertiary education 

AI in Assessment Design & 

Integrity, AI in Personalised 

and Adaptive Learning, AI in 

Teacher Workload Support, 

Critical Thinking and AI 

Literacy 

 

The systematic literature review was conducted in late 2023 to capture studies relevant to the 
evolving field of AI in education. The search focused on publications from 2016 to 2023, a period 
chosen for its relevance to recent advancements in AI technologies, particularly following the 
introduction of tools like ChatGPT. While the search yielded 86 records, these results represent 
the state of the field at the time of review. Subsequent replications of the search query in early 
2024 have indicated a substantial increase in publications, reflecting the rapid growth of research 
in this area. The original search strategy was deliberately refined to focus on studies directly 
aligned with the research question. Criteria such as relevance to AI-teacher interactions and the 
presence of conceptual frameworks guided the selection process, resulting in 14 highly relevant 
studies for detailed analysis. 

Role of the AI in the context of the AI-Teacher Relationship 

Out of the 14 studies identified as relevant, three were prioritised for detailed discussion due to 
their direct focus on AI-teacher task delegation, a core element of the AITTTS framework. These 
studies—Ouyang & Jiao (2021), Humble & Mozelius (2019), and Lodge et al. (2023)—provided 
the most pertinent insights into the delineation of tasks between AI and human teachers. The 
remaining studies offered valuable but broader perspectives on AI in education, which were 
summarised in the background section to contextualise the findings. 

Ouyang and Jiao’s (2021) paradigm 
Ouyang and Jiao's (2021) work explored AI in education across three paradigms: AI-directed, AI-
supported, and AI-empowered. 

AI-directed Paradigm: This paradigm takes a more behaviorist approach, viewing AI as the best 
source of domain information or knowledge. As such, in this perspective, students are static 
recipients, being directed down predetermined learning pathways, with the AI acting as the ‘sage 
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on the stage’. AI’s focus in this paradigm is mainly centred on delivery and operation, and less on 
the adaptation of student needs. This paradigm is AI-led and less learner-centric. 

AI-supported Paradigm: The AI-supported paradigm is on the other end of the ideological 
spectrum. Embracing a cognitive, social constructivist approach, this paradigm treats students 
and AI as co-collaborators in learning delivery. AI adapts to students needs and requests, which 
in turn shapes how students respond to AI, moving in this Ouroboros cycle of learning and 
adaptation. Ouyang and Jiao (2021) argue that this paradigm supports models that require 
cognitively higher order tasks, such as analytical thinking and creative problem solving.  

AI-empowered Paradigm: The AI-empowered paradigm is the ‘middle of the road’ view. Rooted 
in a connectivist view, this user-led paradigm views AI as an educational tool, rather than as a 
collaborator or as the best source of knowledge. It posits that human teachers that the lead in 
education, whilst advanced AI tools will support and follow these human teachers, providing real-
time knowledge about students for just-in-time interventions or teaching. Combining the human 
touch and AI, this paradigm believes that students will feel self-empowered leading to a greater 
self-ownership of learning and expanding knowledge horizon. 

Humble and Mozelius categories 
Humble & Mozelius (2019) categorised the relationship between AI and human teachers into three 
main types: AI-supported Teacher, Teacher-Supported AI, and Teacher-Compatible AI. 

AI-supported Teacher: The AI-supported teacher is one where the teacher still serves as the 
‘sage on the stage’ but supported by AI as an information provider. In this format, teaching 
pedagogy still primarily follows the traditional mode of teaching, where the teacher is provided 
with AI analysed student analytics, and AI can support the curriculum & assessment design and 
to some extent, delivery.  

Teacher-Supported AI: The teacher supported AI is the inverse of the AI-supported teacher. 
Here, the tasks are split between AI and the teacher, with the AI dictating most of the learning 
paths and content delivery. Teachers will support the learning by prompting and encouraging 
critical thinking and application. In this category, the AI will almost always start the initial learning 
journey, and the human teacher will then come in to fill in the other aspects of learning. 

Teacher-Compatible AI: Similar to the AI-empowered paradigm above, the teacher-compatible 
AI is a more ‘middle ground’ category, but the teacher is still primarily the leading authourity in the 
teaching tasks. AI acts as a teacher aide, and will acts on tasks delegated by the teacher, following 
the teacher's direction but with limited autonomy. However, clearly distinguishing between 
teacher-supported AI and AI-supported teachers is very difficult, hence a teacher-compatible AI, 
combining human and AI strengths, could be a good solution that incorporates the best of both 
worlds. 

Lodge’s research agenda 
In the Australian Journal of Education Technology (AJET)’s 2023 editorial, Lodge and colleagues 
(2023) mapped out a research agenda for AI, looking more specifically at assessment integrity, 
assessment redesign, and learning and teaching. However, the mapping has also indirectly 
highlighted the roles of AI and where it could sit on the various paradigms and on the AITTTS.  
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AI could challenge the view of what constitutes cheating and academic misconduct. Viewing AI in 
the lens of AI being a writing tool or referencing source would mean that assessments can be 
written and understood differently. Instead of assessing for knowledge recall and explanation, 
from an AITTTS perspective, assessments could assess for higher order cognitive skills. This 
would also mean re-interpreting what assessment and academic integrity looks like. AI will now 
be allowed to be used under certain conditions, and form part of the assessment rubric. 

Given that academic and assessment integrity is viewed in a different light, assessment redesign 
will naturally also change. Lodge proposes a substantial shift from shunting AI to embracing AI, 
to improve on current known weaknesses in assessment design (such as a lack of individualised 
testing) whilst acknowledging the potential of AI to further refine assessment. AI enabled 
assessments could leverage on AI for additional support and real-time feedback, allowing for a 
more conversational assessment style, encouraging students to apply critical thinking to AI-
generated outputs. 

The most controversial and contentious piece of the puzzle is the learning and teaching with AI 
piece. Although AI's effectiveness in giving procedural feedback has been documented in early 
studies, its long-term effectiveness as an AI tutor is unknown. Adding to this complexity is that 
education is crucially a relational endeavour, where interpersonal relationships inspire, motivate 
and encourage creativity. Holmes and colleagues (2023) further explore AI in education's 
possibilities, suggesting different forms of teaching and learning, such as collaborative learning, 
continuous assessments, AI learning companions, and teaching tools. 

Literature Gap 

While Ouyang and Jiao (2021) categorise AI in education into AI-directed, AI-supported, and AI-
empowered paradigms, these models primarily focus on the technical capabilities of AI rather 
than the pedagogical implications of AI-Teacher interactions. Their framework, though 
comprehensive, lacks a clear integration of relational and pastoral aspects of teaching, which are 
critical in holistic education. Similarly, Humble and Mozelius (2019) provide a typology of AI-
teacher relationships, yet their categorisation does not sufficiently address the dynamic interplay 
between AI and teachers across the spectrum of teaching tasks, particularly in areas requiring 
creativity and emotional intelligence. 

This gap in the existing frameworks underscores the need for a more nuanced model that not 
only categorises AI’s technical roles but also aligns these roles with the pedagogical and relational 
dimensions of teaching. The AI-Teacher Teaching Tasks Spectrum (AITTTS) proposed in this 
study seeks to fill this gap by offering a more holistic view that integrates both the cognitive and 
emotional aspects of teaching. By situating the AITTTS within the broader context of existing AI 
education frameworks, this study aims to provide a more comprehensive tool that educators can 
use to navigate the complexities of AI integration in teaching. 

Phase Two Results: Practitioner Review 

In Phase 2, a pilot practitioner review was conducted to further evaluate the AI-Teacher Teaching 
Task Spectrum (AITTTS) framework, building on the insights from the literature review in Phase 
1. The primary goal of this phase was to gather feedback from active educational practitioners, 
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combining their hands-on experience with their theoretical expertise in AI integration. A structured 
survey was distributed to practitioners who have experience using AI tools in educational settings, 
ensuring a balanced collection of both quantitative and qualitative data. 

Qualitative responses revealed three key themes: (1) AI’s strong suitability for procedural tasks, 
where participants highlighted time-saving benefits; (2) challenges in integrating AI into creative 
and relational tasks, with concerns about AI’s lack of emotional intelligence and context sensitivity; 
and (3) the need for teacher training to effectively leverage AI. For instance, one participant noted, 
‘AI excels in routine tasks like grading, but it cannot yet replicate the human touch required for 
inspiring or motivating students.  The survey instrument comprised both closed-ended and open-
ended questions, designed to evaluate the AITTTS framework across procedural, instructional, 
and creative teaching tasks. Closed-ended questions used a 5-point Likert scale (1 = Strongly 
Disagree, 5 = Strongly Agree) to measure participant agreement with task classifications. Open-
ended questions invited practitioners to elaborate on the suitability of AI for specific tasks and 
their experiences with AI integration in teaching.   

To analyse the quantitative responses, Fleiss Kappa was applied to measure the level of 
agreement among participants. Although the sample size (N=3) was small, this phase was 
designed as a pilot study, aimed at collecting preliminary insights on the framework’s practical 
utility. The findings from this initial phase offer valuable direction for future research, which will 
involve larger and more diverse samples to validate the results and ensure greater 
generalisability. 

The survey instrument was developed based on prior literature on AI’s role in education, ensuring 
that the questions aligned with the key objectives of the AITTTS framework. By engaging 
practitioners in this review, the study provides an important first step in testing the AITTTS 
framework’s validity, relevance, and utility in real-world educational settings. Despite the limited 
sample size, the combination of quantitative agreement and qualitative insights offers a robust 
initial test of the framework. The survey consisted of closed-ended questions designed to evaluate 
the AITTTS framework across multiple categories of teaching tasks—procedural, instructional, 
and creative. These questions used a Likert scale to measure participants' agreement with the 
classification of tasks. Additionally, open-ended questions were included to gather qualitative 
insights, allowing practitioners to provide deeper reflections on their practical experience with AI 
in teaching. This mixed-methods approach ensured that the study captured both the level of 
consensus and the nuanced perspectives of each participant. 

The consensus from these practitioners is invaluable for assessing the practical robustness of the 
AITTTS framework. Their feedback also helps evaluate how well the framework aligns with 
current best practices and its adaptability to future developments in AI-assisted teaching. 

Procedure 
A panel of practitioners was selected through purposive sampling. Three academic staff members 
from a vocational and tertiary educational institution in New Zealand were independently chosen 
for their experience and expertise in both education and AI integration. The practitioners had 
varying levels of experience with AI tools, ensuring a broad range of insights: 

• Participant 1, a senior academic staff member with 10 years of teaching experience, 
regularly used AI tools like ChatGPT for learning design and tutoring support. 
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• Participant 2, another academic staff member with over 10 years of teaching, had 
experimented with AI chatbots (primarily ChatGPT) in student interactions. 

• Participant 3, with 12 years of teaching experience, had primarily used AI in his research 
(across various AI research tools like Julius AI and ChatGPT) but had not yet incorporated 
it into his teaching practice. 

The sample size of three practitioners was chosen to align with the exploratory nature of this pilot 
study, balancing resource and time constraints while ensuring informed and relevant feedback for 
the AITTTS framework. Each participant brought distinct expertise: while two practitioners had 
direct experience with AI integration in teaching, the third participant's expertise in AI research 
offered complementary insights into the broader applicability of AI in education. Prior to data 
collection, participants received comprehensive information sheets detailing the study's 
objectives, response instructions, and confidentiality assurances. The researcher maintained 
availability throughout the process to address queries, and all responses were collected within 48 
hours without the need for reminders. While this sample size limits the generalizability of the 
findings, it provides a valuable foundation for understanding the framework's utility in practice.  

Table 4 

Demographics of practitioners 

This table provides a demographic breakdown of the practitioners, including their years in 
education, positions, and gender. 

The study was conducted in compliance with the ethical guidelines set by the research office of 
the vocational institution. The survey instrument comprised both closed-ended and open-ended 
questions, designed to evaluate the AITTTS framework across procedural, instructional, and 
creative teaching tasks. Closed-ended questions used a 5-point Likert scale (1 = Strongly 
Disagree, 5 = Strongly Agree) to measure participant agreement with task classifications. Open-
ended questions invited practitioners to elaborate on the suitability of AI for specific tasks and 

 Years in Education Position Gender 

Practitioner 

1 

10 Senior Academic Staff 

Member 

Male 

Practitioner 

2 

10+ Academic Staff Member Male 

Practitioner 

3 

12 Academic Staff Member Male 
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their experiences with AI integration in teaching. The survey design was informed by foundational 
studies on AI in education, including Pérez et al. (2020) and Shen & Su (2020), ensuring alignment 
with established literature. Informed consent was obtained from all participants before the survey 
was administered. The participants were informed of the study’s purpose, and the confidentiality 
of the collected data was ensured throughout the research process. 

Phase Three Results: Data Analysis 

The decision to adopt a quantitative approach for phase two was driven by the need to measure 
consensus among practitioners regarding the AITTTS framework. Fleiss' Kappa was used to 
quantify the level of agreement between the participants, allowing for a structured analysis despite 
the small sample size. Although only three practitioners participated in this initial phase, they were 
selected for their extensive experience with AI in education, ensuring that their feedback was both 
informed and insightful. While the small sample size is a limitation, early-stage validation studies 
often begin with a limited number of expert participants to assess the framework's feasibility 
before broader testing (Hennink & Kaiser, 2022). Future research will expand the participant pool 
to strengthen the robustness and generalisability of the findings. 

For the data analysis, RStudio software was used to calculate Fleiss' κ, which measures inter-
rater agreement among three or more raters for categorical data. Fleiss' κ ranges from -1 to +1, 
where -1 indicates no agreement, 0 suggests agreement equal to chance, and +1 represents 
perfect agreement. Given that this was a Likert scale survey with five options, a fixed marginal 
kappa was applied. The survey results are presented below (Table 5). 

Table 5 

Table of responses 

 Strongly 

Disagree 

Disagree Neither 

Agree Nor 

Disagree 

Agree Strongly 

Agree 

Procedural Tasks 0 0 0 0 3 

Knowledge Recall 

Tasks 

0 0 0 3 0 
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Knowledge 

Explanation 

Tasks 

0 0 0 3 0 

Application Tasks 0 0 3 0 0 

Evaluative Tasks 0 0 3 0 0 

Creative Tasks 0 0 2 0 1 

Inspirational 

Tasks 

0 0 1 2 0 

Pastoral Care 

Tasks 

0 0 0 3 0 

 

Based on the table of responses, the percent overall agreement is 83.33%. The fixed-marginal 
kappa was calculated to be 0.73. At a 95% confidence interval, it will range between (0.41 to 
1.00). The statistical significance threshold for the results is set at p < 0.05, with a 95% confidence 
interval for all cases 

Discussion 
The AI-Teacher Teaching Task Spectrum (AITTTS) offers a structured framework for 
understanding the evolving collaboration between AI and human teachers. While the framework 
aligns with key principles in the existing literature, it is essential to explore both its congruence 
with established theories and its divergences, particularly in tasks requiring creativity and 
emotional intelligence. Additionally, the framework's iterative validation process requires further 
elaboration and substantiation. 

Critical Engagement with the Literature 

The AITTTS framework aligns well with existing paradigms of AI’s role in education, particularly 
in tasks that involve procedural and administrative duties. For example, frameworks such as 
Ouyang and Jiao's AI-directed tasks and Humble and Mozelius' teacher-assisted AI support the 
notion that AI excels in automating routine tasks, such as grading and knowledge recall. The 
AITTTS's placement of these tasks on the lower end of the spectrum fits within the broader 
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literature, which acknowledges AI’s efficiency in handling repetitive, non-pedagogical duties 
(Pérez et al., 2020; Shen & Su, 2020). 

However, the AITTTS diverges from the existing literature when applied to more complex tasks 
requiring human intervention, such as creative problem-solving, emotional intelligence, and 
pastoral care. The current literature consistently points to the limitations of AI in these areas 
(Cotton et al., 2023; Williamson et al., 2020), and while AI can support tasks like data analysis, it 
struggles to replicate the nuanced human insights necessary for creativity and relational 
dynamics. The AITTTS acknowledges these limitations by placing these higher-order tasks firmly 
in the domain of human teachers, a distinction that reinforces the irreplaceable role of teachers in 
these areas. 

Although this alignment is apparent, it would be an oversimplification to claim that the AITTTS 
“sits almost perfectly within the broader literature.” While the framework complements existing 
studies, it also highlights gaps in our understanding of AI's role in higher-order educational tasks. 
These divergences point to an evolving landscape in which AI's capabilities are rapidly developing 
but still require significant human oversight. Future research should explore these complexities in 
greater depth, especially as AI continues to evolve and expand into more nuanced educational 
tasks. Thus, the AITTTS framework not only aligns with but also challenges the current literature 
by offering a pathway for integrating AI without diminishing the critical, human-centric aspects of 
teaching. 

Iterative Validation Process 

This pilot study serves as an initial validation of the AITTTS framework, examining its feasibility 
and alignment with practitioner insights. While the findings offer a preliminary evaluation through 
practitioner reviews, it is important to recognise that framework validation is not a one-time event 
but rather an ongoing process that must be tested across various contexts and educational 
environments (Fernández-Gómez et al., 2019). Future iterations of this research will incorporate 
larger, more diverse participant samples, expanded geographic contexts, and refined survey 
methodologies to address the complexities of AI-teacher collaboration across varied educational 
settings. These steps represent early stages in a longer, iterative journey toward comprehensive 
validation of the framework. While the small sample size provided valuable preliminary insights, 
we recognise its limitations in capturing the diversity of educational contexts and practitioner 
perspectives. Future research will address this by recruiting a larger and more diverse participant 
pool, including educators from varied cultural and institutional backgrounds. Expanding the 
sample size will provide a stronger statistical foundation and enhance the generalisability of 
findings. The current study, with its small sample size and single geographic focus (New Zealand), 
provides valuable insights but also highlights the need for further testing across more diverse 
contexts. For instance, the practitioners involved in this evaluation offered valuable feedback, 
particularly regarding the role of AI in administrative tasks. However, as the practitioners 
themselves represented a relatively homogenous group in terms of geography and institutional 
background, future iterations of this study must expand the sample to include educators from 
different cultural and institutional settings. This expansion will provide a more robust foundation 
for validating the AITTTS and ensuring its generalisability across a wider range of educational 
contexts. 
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Moreover, future studies should incorporate a longitudinal approach to capture how the AITTTS 
adapts to new AI developments and educational needs over time. As AI technologies continue to 
evolve, so too must the framework. For example, while current AI systems may struggle with 
creativity and emotional intelligence, future advancements could shift the boundaries of what AI 
is capable of in these areas. A longitudinal study would allow researchers to track these changes 
and refine the framework accordingly. 

Situating the AI-Teacher Teaching Spectrum within the broader literature 

Phase 1 - The systematic literature review phase of this study examined fourteen relevant studies 
to understand the role of AI within the AI-teacher relationship. However, only three of these 
studies—Lodge, Thompson & Corrin (2023), Ouyang & Jiao (2021), and Humble & Mozelius 
(2022)—were discussed in detail. These three were selected because they offered the most direct 
insights into task delegation between AI and teachers, specifically aligning with the structure of 
the AITTTS. The remaining ten studies, while informative, focused more on broader AI 
applications or tangential topics that did not directly contribute to the primary goal of validating 
the framework. To maintain coherence and focus, these studies were summarised in the 
background section rather than integrated into the findings. This approach ensures that the 
discussion remains tightly focused on evaluating the framework’s relevance to specific AI-teacher 
interactions. 

Figure 2 

Situating the AI-Teacher Teaching Tasks Spectrum  

 

The alignment of the AITTTS with existing literature is crucial for situating the framework within 
broader educational theories. The systematic literature review supporting this study focused on 
narrowing an initial set of 86 records to three key studies that explicitly addressed AI-teacher task 
delegation. This selection was guided by the study’s pilot nature, which prioritised direct relevance 
to the AITTTS framework over broader contextual insights. While this focused approach allowed 
for detailed engagement with pertinent studies, it inherently limits the generalisability of the 
findings. Future research should address this by broadening the scope of the literature review to 
incorporate additional studies, particularly those examining emerging applications of AI in 
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education. The categorisation of knowledge recall and explanation tasks as AI-led also fits neatly 
within existing paradigms (Figure 2). However, more complex tasks—those requiring creative 
input or pastoral care—are still largely the domain of human teachers. AI’s limitations in handling 
these tasks are well-documented (Humble & Mozelius, 2022), and the AITTTS’s distinction 
between AI-assisted and AI-led tasks reflects this understanding. 

Nonetheless, situating the AITTTS "perfectly" within the broader literature oversimplifies the 
complex interplay between AI and human teachers. The literature indicates that while AI can 
handle many administrative and procedural duties, its role in more nuanced tasks like creativity 
and emotional support remains limited. Therefore, a more critical engagement with these 
complexities is necessary to fully articulate how the AITTTS both aligns with and diverges from 
existing frameworks. Future research should explore these areas further, particularly to better 
understand the boundaries of AI’s involvement in educational tasks that demand human intuition, 
creativity, and emotional intelligence. 

As such, it can be clearly seen that the framework not only does not contradict the established 
frameworks, it sits well with the broader literature and is validated and supported by them. 

Methodological Reflection 

The methodology employed in this study provided a useful starting point for evaluating the AITTTS 
framework. However, it is important to acknowledge several limitations that affect the study's 
generalisability and robustness. The small sample size of three academic practitioners, while 
sufficient for an initial exploration, limits the depth and breadth of the insights that can be drawn. 
Although Hennink and Kaiser (2022) suggest that 3-5 experts can be appropriate for early-stage 
validation, a larger, more diverse sample would offer a stronger foundation for drawing 
conclusions about the AITTTS’s applicability across different educational contexts. 

Additionally, the geographic and institutional homogeneity of the participants presents a limitation. 
All participants were based in New Zealand, which may reflect localised educational practices 
and perspectives that are not necessarily transferable to other regions. Future research should 
include practitioners from diverse geographic, cultural, and institutional backgrounds to ensure 
that the framework can be applied globally. This would provide a more comprehensive evaluation 
of how the AITTTS interacts with varying educational environments and AI integration strategies. 

The reliance on Fleiss’ Kappa to measure agreement among the participants was also a key 
aspect of the methodology. While this metric provided a quantitative measure of consensus, it did 
not capture the more nuanced disagreements among the practitioners, particularly regarding AI's 
role in creative and pastoral tasks. In hindsight, incorporating qualitative methods, such as in-
depth interviews or focus groups, could have enriched the data by providing deeper insights into 
the reasons behind the differing opinions. A mixed-methods approach would allow for a more 
comprehensive understanding of both the areas of agreement and divergence, thus providing a 
richer foundation for refining the AITTTS framework. 

Furthermore, the survey instrument itself, although designed to capture practitioners' evaluations 
of the AITTTS, could be expanded in future iterations. The use of a semi-structured survey was 
intended to gather both quantitative and qualitative data; however, in practice, the qualitative 
component was underrepresented. Moving forward, enhancing the survey design to include more 
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open-ended questions could facilitate a more detailed exploration of practitioners’ experiences 
and perspectives, particularly regarding AI’s role in tasks like creativity, critical thinking, and 
pastoral care. 

Finally, it is important to reflect on the generalisability of the study's findings. While the results 
offer valuable insights into how practitioners perceive the AITTTS, the small sample size and 
limited geographic context constrain the extent to which these findings can be generalised to other 
educational settings. Future research should address these limitations by expanding the sample 
size, increasing the diversity of participants, and employing more robust mixed methods 
approaches to gain a fuller understanding of the framework’s applicability across different 
contexts. 

Interpretation of the Survey Results 

To address RQ2, practitioner feedback was analysed using Fleiss’ Kappa, resulting in a 
substantial agreement score of 0.73 (Landis & Koch, 1977) (Table 6). While the small sample size 
of three practitioners limits the generalisability of these results, this score suggests that the 
AITTTS framework shows promise in defining the roles of AI and human teachers in educational 
tasks. 

The decision to use Fleiss’ Kappa was made to provide a structured, statistical measure of 
agreement among the practitioners. Given the small sample size, this metric offers a 
straightforward way to quantify consensus, making it useful for an initial, exploratory validation of 
the framework. However, Fleiss’ Kappa does not fully capture the differences in practitioner 
perspectives. For example, one practitioner strongly believed AI could foster creativity, a view not 
shared by the others, indicating divergent opinions on creative tasks. Similar differences emerged 
regarding inspirational tasks, where AI's role was debated among the participants. [insert quotes] 

Future research should combine quantitative and qualitative methods to explore these 
divergences more deeply at scale. This approach will allow for a fuller understanding of AI's 
limitations in higher-order tasks like creativity and emotional intelligence, providing a more 
balanced assessment of the AITTTS framework’s applicability in various educational settings. 

Table 6 

Fleiss’ κ values and strength of agreement 

Fleiss’ κ Strength of Agreement 

0.00 Poor 

0.1–0.20 Slight 

0.21–0.40 Fair 
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0.41–0.60 Moderate 

0.61–0.80 Substantial 

0.81–1.00 Almost perfect 

Implications of the AI-Teacher Teaching Task Spectrum 

The substantial agreement among practitioners regarding the validity of the AITTTS highlights its 
potential as a guiding framework in the evolving landscape of AI in education. However, the 
variation in responses, particularly concerning AI's role in creative and inspirational tasks, 
suggests that the integration of AI in these areas remains contentious. This underscores the need 
for a more nuanced understanding of AI's capabilities and limitations, particularly in tasks that 
require emotional intelligence and creativity—domains where human teachers continue to excel. 

Policy 
The substantial consensus among practitioners regarding the AITTTS highlights its potential as a 
foundational tool for policymakers who are grappling with how best to integrate AI into education. 
As AI technologies continue to evolve and permeate educational systems, there is a pressing 
need to establish clear guidelines and standards for their use. The AITTTS offers a framework 
that could help shape national and regional education policies by specifying which tasks are best 
suited to AI and which should remain the domain of human educators. 

One immediate policy application could be the development of AI task delegation guidelines. 
National education boards could adopt the AITTTS to determine the extent to which AI can be 
embedded in the classroom without undermining the essential role of teachers. For example, 
policies could be created to delegate repetitive or procedural tasks, such as grading and 
scheduling, to AI systems. These tasks are time-consuming and often detract from teachers’ core 
responsibilities of fostering student engagement and creativity. By freeing teachers from these 
administrative burdens, policy could encourage a shift towards more human-centred, creative, 
and emotionally intelligent teaching. 

Furthermore, the AITTTS can serve as a basis for AI ethics frameworks in education. As AI 
becomes more prevalent, concerns about its ethical implications, such as student privacy, 
algorithmic bias, and over-reliance on technology, have grown. The AITTTS clearly delineates the 
boundaries of AI's involvement, advocating for its use in supporting roles rather than replacing 
the human elements essential to education, such as pastoral care and creativity. Policymakers 
could use the AITTTS to craft ethical guidelines ensuring AI is used responsibly and does not 
infringe on the critical relational aspects of teaching. These guidelines could include stipulations 
on data privacy, transparency in AI-driven decision-making, and limitations on the role of AI in 
tasks that require human empathy and emotional intelligence. 

At a broader level, education ministries could integrate the AITTTS into curriculum reform 
initiatives. By providing a structured approach to AI integration, the framework could help 
educational leaders envision a future where AI enhances—rather than diminishes—teacher-
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student interaction. For instance, AI could handle the administrative tasks involved in managing 
large classes, enabling teachers to focus on personalised learning strategies that AI systems are 
not capable of delivering. Policymakers could also incorporate the AITTTS into teacher training 
programmes, ensuring that future educators are prepared to collaborate effectively with AI and 
understand its role in the modern classroom. 

Practice 
The practical implications of the AITTTS are equally significant, offering educators and school 
administrators a structured, evidence-based approach to AI task delegation. In day-to-day 
teaching, the AITTTS could be employed to streamline classroom management, particularly by 
automating routine administrative tasks. Schools could implement AI systems for grading, 
attendance tracking, and lesson scheduling, which would reduce the administrative load on 
teachers and allow them to concentrate on the aspects of teaching that require creativity, problem-
solving, and personal interaction. This division of labour would not only improve teacher efficiency 
but also enhance the quality of education by enabling more tailored and engaging student 
interactions. 

However, for the AITTTS to be successfully implemented in practice, it is essential that schools 
invest in comprehensive teacher training. Teachers need to develop the digital literacy required 
to work alongside AI systems, and they must be trained to understand AI’s capabilities and 
limitations. This training should focus on how teachers can effectively integrate AI into their 
workflows without ceding control of key educational tasks. For instance, teachers should learn 
how to use AI to assist with procedural tasks like marking and data analysis, while retaining their 
central role in providing feedback, engaging students, and facilitating higher-order thinking. 

In addition to teacher training, schools need to develop robust AI systems capable of handling 
nuanced educational tasks without overstepping ethical boundaries. For example, while AI can 
assist with grading factual content, it may struggle with more subjective tasks like grading essays 
or creative projects, where human insight is crucial. The development of AI tools that can assist 
teachers in these areas without taking over their decision-making processes is an area ripe for 
innovation. The AITTTS could provide a framework for developing AI technologies that are 
specifically designed to complement, rather than replace, human educators. 

Moreover, practical implementation would benefit from the adoption of the AITTTS as a strategic 
tool for professional development. Schools could use the framework to assess their current use 
of AI, identify gaps in their AI integration, and develop strategies for improving teacher-AI 
collaboration. By using the AITTTS to audit AI's role in the classroom, school leaders can ensure 
that AI is being utilised in ways that enhance learning outcomes without encroaching on areas 
where human teachers excel. This could lead to more thoughtful, measured adoption of AI in 
schools, avoiding the risks of either over-reliance on technology or underutilisation of its 
capabilities. 

In terms of classroom practice, the AITTTS could also promote greater equity in education by 
enabling teachers to spend more time with students who need additional support. With AI 
managing routine tasks, teachers could focus their attention on students who require personalised 
instruction or pastoral care, addressing learning gaps and fostering a more inclusive learning 
environment. This would be especially beneficial in large classes or schools with limited 
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resources, where teachers are often overburdened and unable to provide individualised attention 
to every student. 

Finally, the AITTTS framework has the potential to influence the design of future AI tools for 
education. Developers could use the AITTTS to create AI systems that are specifically tailored to 
handle the procedural and administrative tasks outlined in the framework, leaving the more 
complex, creative, and relational tasks to human teachers. By focusing AI development on areas 
where technology can provide the most value, while ensuring that the human element remains 
central to the teaching process, the AITTTS could shape the next generation of educational 
technology. 

Limitations 

Sample Size and Statistical Power 
The pilot study design inherently limits the scope and generalisability of the findings. The small 
sample size and geographic focus were intentional, reflecting the study's aim to explore the 
feasibility of the AITTTS framework and identify areas for further investigation in future, larger-
scale studies. While early-stage validation studies often recommend a minimum of 3-5 experts 
(Hennink & Kaiser, 2022), this small sample size limits the ability to generalise the findings. Small 
samples are frequently criticised for their limited statistical power and inability to detect nuanced 
differences (Vasileiou et al., 2018). Although Fleiss’ Kappa was used to measure agreement, 
providing a structured tool for quantifying consensus, a larger sample would offer a more robust 
statistical foundation and allow for greater diversity in perspectives (McHugh, 2018).  

Demographic and Geographic Constraints 
Another limitation stems from the demographic and geographic homogeneity of the participants, 
all of whom were based in New Zealand. This limits the cultural and institutional diversity of the 
findings, as educational practices vary significantly across different regions. Localised policies, 
pedagogical approaches, and institutional structures could influence the applicability of the 
AITTTS framework. Thus, relying on a sample from a single geographic region makes the 
conclusions context-bound and restricts their generalisability to other educational systems 
(Dawadi et al., 2021). Future research should incorporate practitioners from diverse geographic 
and cultural backgrounds to ensure broader applicability. 

Fleiss’ Kappa and Agreement Limitations 
While Fleiss’ Kappa was used to assess inter-rater agreement among the practitioners, the small 
sample size restricts the robustness of this analysis (McHugh, 2018). The limited number of 
participants may not capture the full range of opinions, particularly regarding more contentious 
tasks, such as creativity and emotional intelligence. A mixed-methods approach combining 
quantitative and qualitative insights, such as open-ended interviews or focus groups, would 
provide a richer understanding of practitioner perspectives (Weyant, 2022). 

Future Directions for Research 
To address these limitations, future research should focus on increasing the sample size and 
including participants from a wider range of educational and cultural backgrounds. This would 
enhance the generalisability of the findings and provide a more comprehensive view of how the 
AITTTS framework can be adapted to various educational settings. Incorporating longitudinal 
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approaches would also allow researchers to capture the evolving use of the AITTTS over time 
and offer insights into its application across diverse educational contexts (Gerring, 2017). 
Comparative studies between different countries and educational systems would help identify 
cultural and institutional factors that influence the framework's applicability (Palinkas et al., 2019). 

 

Conclusion 
In conclusion, the AI-Teacher Teaching Tasks Spectrum represents a significant step forward in 
understanding the complex interplay between AI and human educators. By providing a structured 
framework that aligns AI capabilities with pedagogical needs, the AITTTS offers a pathway for 
integrating AI into education in a way that enhances rather than diminishes the role of teachers. 
As AI continues to evolve, frameworks like the AITTTS will be crucial in ensuring that education 
remains a fundamentally human endeavour, supported by, but not supplanted by, technology. 
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