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Abstract 7 

Generative artificial intelligence (GenAI) tools have sparked a debate about 8 
their successful integration into post-secondary educational pedagogy, 9 
spawning varying responses from institutions of higher education worldwide. 10 
Assuming the disruptive nature of this technology and its potential for a 11 
paradigm shift in pedagogy, the focus of this paper is on the challenges faced 12 
by Canadian academics in integrating these tools and their responses to the 13 
evolving role of this new technology. Through a comprehensive review and 14 
analysis of existing GenAI policies and practices across 15 research 15 
universities in Canada, this study employs the Technology Acceptance Model 16 
to elucidate the challenging position of Canadian professors, attributed to a 17 
lack of e-readiness of universities in implementing these policies in everyday 18 
pedagogical practices. Emphasizing the necessity for clear and ethically sound 19 
GenAI policies, the paper concludes with recommendations for policy 20 
development and future research directions, emphasizing the importance of 21 
balancing innovation with ethical responsibility in the use of GenAI in the 22 
development and management of pedagogy in post-secondary education. 23 
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Introduction 32 

The advent of Generative Artificial Intelligence (GenAI) has challenged the traditional pedagogical 33 
frameworks that have long relied on lecture-centric instruction, conventional evaluation formats such as 34 
essays, project reports, and exams, and instructor-facilitated assessment and feedback systems. Like earlier 35 
technological revolutions such as electricity and the Internet, GenAI represents a paradigm shift towards a 36 
general-purpose technology with pervasive applications (Bresnahan & Trajtenberg, 1995). This trend is 37 
particularly evident in academia, where students, instructors, and administrators are increasingly using 38 
GenAI technology or tools1 to enhance their learning outcomes as well as administrative efficiencies 39 
(Holmes et al., 2019). 40 

Several studies demonstrate that students worldwide are increasingly using GenAI tools to assist in exams, 41 
project reports, and other academic assignments (Freeman, 2025; KPMG, 2024; Lancaster & Cotarlan, 42 
2024; Prothero, 2024). A survey by the Digital Education Council (Cambell Academic Technology 43 
Services, 2025) found that 86% of the students who participated in this study used various GenAI tools 44 
(such as ChatGPT, Grammarly, and Microsoft Copilot), with 54% using them weekly and nearly 25% using 45 
them daily for brainstorming ideas, summarizing readings, and drafting assignments. A UK-based study by 46 
HEPI and Kortext (Freeman, 2025) revealed that 92% of undergraduate students were using AI tools, a 47 
sharp increase from 66% the previous year. Similarly, a survey conducted by KPMG (2024) in Canada 48 
revealed that over 59% of Canadian students aged 18 and older employ a range of GenAI tools to enhance 49 
their academic work, up from 52% the previous year. These findings indicate that the use of GenAI tools 50 
in an academic setting is increasingly becoming the new normal. In contrast, there is growing evidence of 51 
increased academic misconduct, including cheating, plagiarism, and collusion, following the widespread 52 
adoption of GenAI tools, a trend likely to continue in future (Coffey, 2024; Gray et al., 2025; Lavidas et 53 
al., 2024; Prothero, 2024; Zawcki-Richter et al., 2023). Consequently, faculty members are likely to 54 
experience a more stressful environment in their efforts to uphold academic integrity, a situation further 55 
exacerbated by increased workloads and their responsibilities in enforcing university regulations among 56 
students. 57 

Another challenge in the context of GenAI utilization within academic settings is the absence of well-58 
defined, universal, or institution-wide policies governing its application. This issue is particularly 59 
pronounced due to the rapid proliferation and evolving nature of GenAI technologies. While numerous 60 
Canadian universities have established general policies to guide administrators, faculty, and students in the 61 
responsible use of GenAI tools, these policies often delegate pedagogical decision-making to individual 62 
instructors. Consequently, instructors frequently find themselves responsible for enforcing policies they 63 
may not fully comprehend, maintaining ethical standards without clear directives, and navigating the risks 64 
associated with overstepping their limited authority. This situation has led to growing discomfort among 65 
both students and instructors regarding the acceptable applications of GenAI in pedagogical contexts 66 
(Selwyn, 2023; Williamson & Piattoeva, 2023). Moreover, in the absence of explicit institutional 67 
guidelines, the responsibility to define, articulate, and communicate appropriate uses of GenAI tools—and 68 
to monitor adherence—primarily rests with instructors. Despite their central role in this process, instructors 69 
often lack the necessary guidelines, resources, or training to address this challenge effectively (Kiryakova 70 

 
1   In this article, the terms GenAI technology and GenAI tools are employed interchangeably. 



& Angelova, 2023). This lack of support contributes to techno-pedagogical anxiety and ultimately results 71 
in suboptimal educational outcomes (Luckin et al., 2023). 72 

To understand the nature of this complexity, the objective of this paper is to conduct a review of policy 73 
documents to explore common concerns, such as the ethical use of GenAI tools, their integration in 74 
curricula, resources available for instructors, and scope of autonomy in implementing these policies, as 75 
articulated in the publicly available AI guidelines issued by the top 15 research-intensive universities2  in 76 
Canada, widely known as U15. After the rise of GenAI tools in late 2022, the U15 institutions began 77 
formulating comprehensive guidelines and policies regarding the use of GenAI tools in teaching and 78 
learning (U15 Canada, 2024). This study offers the first in-depth analysis of how the U15 institutions are 79 
grappling with the policy challenges of integrating GenAI tools in academia, leaving university instructors 80 
and students in chaos with regard to maintaining academic integrity, adapting teaching practices, and 81 
navigating evolving institutional policies. Precisely, this paper examines: (a) the common concerns 82 
reflected in the publicly available GenAI guidelines and policies issued by Canada’s U15 universities; (b) 83 
the specific GenAI-related guidelines developed for instructors at these institutions; and (c) the underlying 84 
motivations of instructors regarding the implementation of GenAI policies within the U15 universities. 85 

The paper is organized as follows: The subsequent section presents a brief review of the literature. In 86 
Section 3, we outline the conceptual framework, followed by the research methodology used to conduct the 87 
study in Section 4. Section 5 presents the findings of our review of policy regulations from Canada's top 88 
research universities, with a focus on pedagogical matters. In Section 6, we identify policy gaps, suggest 89 
potential solutions, and conclude the article. 90 

 91 

Literature review 92 

The education sector in North America is broadly composed of the K-12 secondary system and the post-93 
secondary system, both of which are significantly impacted by the implications of GenAI technology. 94 
Within the post-secondary system, colleges and universities experience varying degrees of impact from this 95 
emerging technology, affecting students, educators, and administrators alike. Of the three principal 96 
functional components of a university system—research, teaching, and administration—for some 97 
universities, research holds a preeminent position. GenAI tools, such as ChatGPT and Microsoft Copilot, 98 
have been utilized in research for a while. A commentary published in Nature (van Dis et al., 2023, p. 224) 99 
states, “Researchers and others have already used ChatGPT and other LLMs to write essays and talks, 100 
summarize literature, draft and improve papers, as well as identify research gaps and write computer code, 101 
including statistical analysis.” Similarly, university administrators have also found the technology useful 102 
for such tasks as writing memos and developing position papers, among others (Pawar, 2023). Thus, GenAI 103 
tools and LLMs are becoming important resources within university governance systems.  104 

 
2 The U15 group of research-intensive universities of Canada includes: Dalhousie University (Halifax, NS), McGill 
University (Montreal, QC), McMaster University (Hamilton, ON), Queen’s University (Kingston, ON), Université de 
Montréal (Montreal, QC), Université Laval (Quebec City, QC), Université d’Ottawa / University of Ottawa (Ottawa, 
ON), University of Alberta (Edmonton, AB), University of British Columbia (Vancouver, BC), University of Calgary 
(Calgary, AB), University of Manitoba (Winnipeg, MB), University of Saskatchewan (Saskatoon, SK), University of 
Toronto (Toronto, ON), University of Waterloo (Waterloo, ON), and Western University (London, ON). 



However, GenAI tools have disrupted traditional norms of pedagogy, giving rise to several issues in higher 105 
education, such as academic integrity, curriculum development, assessment and evaluation, educational 106 
equity, and quality control. While these tools have enabled instructors to easily generate interactive quizzes, 107 
writing prompts, lesson plans, and grading rubrics, they have also posed threats to academic integrity by 108 
facilitating plagiarism and spreading misinformation (Chan, 2023). As Farrokhnia et al. (2023) argue, these 109 
tools have contributed to a decline in critical thinking, thereby undermining the academic value of writing. 110 
Luo (2024) conducted a critical review of GenAI policies in higher education assessment, using a sample 111 
of 20 top universities in the world. He found that the predominant concern of all these universities was the 112 
lack of originality in student work due to the availability and use of GenAI tools. Only through the 113 
implementation of comprehensive policies would it be possible to minimize these threats and achieve the 114 
ethical and efficient integration of GenAI tools in teaching and learning at universities and colleges.  115 

Nonetheless, it appears that the existing policies, procedures, and guidelines implemented within Canada's 116 
U15 institutions delegate the responsibility for developing appropriate strategies to manage students’ use 117 
of GenAI tools to individual course instructors (U15 Canada, 2024). One of the problems associated with 118 
assessment tools, such as writing essays and project reports, is plagiarism. With proper prompts, GenAI 119 
tools, such as ChatGPT, are capable of producing sophisticated text across various subjects. Nevertheless, 120 
the detection of AI usage poses significant challenges, as none of the U15 institutions have officially 121 
endorsed any AI detection tools. Consequently, the situation may lead to potential violations of students' 122 
copyrights and privacy concerns (U15 Canada, 2024). 123 

In the Canadian context, Nagpal (2024) examined the GenAI policies and guidelines of 20 selected 124 
universities across eight provinces, using a qualitative document analysis methodology. According to his 125 
findings, very few universities mention pedagogical support for instructors. McGill University is a notable 126 
exception in this regard, having documented a statement like this: “Instructors will need access to training, 127 
additional time, access to tools, and ongoing support so that they may consider and implement appropriate 128 
approaches to the use of generative AI tools in their teaching. Uses may be wideranging—in the articulation 129 
of learning outcomes, the design process, the creation of materials and instructional strategies, or the 130 
creation and grading of assessments, including formative feedback.” Some Canadian universities also 131 
explicitly mention that there should be no default assumption regarding GenAI tools. For example, 132 
McMaster University recommends “that instructors explain to students in their course outline what the 133 
appropriate use or non-use is of generative AI tools in the context of that course” (cited in Nagpal, 2024, p. 134 
54). The findings of Veletsianos (2023) on the AI policies in Canadian post-secondary education are 135 
broadly similar to those of Nagpal (2024). Both studies imply that policy developments regarding the use 136 
of GenAI in Canadian universities are still in their infancy but require urgent attention as the technology 137 
has been spreading like wildfire.  138 

The challenges posed by GenAI are both global in nature and scope. Lavidas et al. (2024) conducted a 139 
survey involving 197 students from the School of Humanities and Social Sciences at the University of 140 
Patras, Greece. They found that factors such as anticipated performance benefits, enjoyment of using new 141 
technology, and favorable usage conditions influenced both the actual use of GenAI applications and 142 
students’ intention for future use. Given the rapid and inevitable expansion of GenAI adoption worldwide, 143 
the previously common “wait-and-see” approach is no longer viable. To ensure the effective integration of 144 
GenAI into curriculum development, assessment design, and the maintenance of academic integrity, there 145 
is an urgent need for well-defined policies and guidelines at both national and international levels 146 
(Moorhouse et al., 2023; Yueqiao et al., 2024).  147 



This brief literature review on the use of GenAI tools in post-secondary education highlights a significant 148 
oversight. There is a notable deficiency in studies addressing the specific challenges encountered by front-149 
line faculty members who manage a substantial instructional workload as well as the difficulties faced by 150 
students who are uncertain about the application of GenAI in their academic work. This gap in the literature 151 
must be addressed expeditiously. Additionally, there exists a policy gap pertaining to the use of these tools 152 
by students, leading to concerns related to academic integrity and ethical standards. Against this backdrop, 153 
we reiterate that our three research questions are highly relevant to fill the lacuna in the rapidly evolving 154 
literature on GenAI tools in academia, with a particular focus on the U15 institutions of Canada: (a) What 155 
are the common concerns present in the publicly available AI guidelines and policies issued by the U15 156 
universities in Canada? (b) What specific AI guidelines have been developed for instructors as well as for 157 
students at the U15 universities? and (c) What are the motivations for instructors regarding the 158 
implementation of AI policies at the U15 universities?  159 

 160 

Conceptual framework  161 

This study employs the Technology Acceptance Model (TAM), developed by Davis (1989), as a conceptual 162 
framework for examining the adoption of GenAI policies across Canada’s U15 research-intensive 163 
universities. According to this model, as depicted in Figure 1 below, technology adoption is driven by two 164 
primary variables: perceived usefulness (PU) and perceived ease of use (PEOU) of the technology. In other 165 
words, how useful a technology is and how easy it is for potential users to handle play an important role in 166 
technology adoption. These two variables, according to Davis (1989), can be influenced by a number of 167 
external factors related to social (such as age, education, language, ICT skills), economic (such as income 168 
and employment), and cultural (tradition, attitude, and orientation) dimensions. In the context of this study, 169 
TAM provides a lens to analyze how U15 universities formulate and implement GenAI policies, focusing 170 
on key areas of intervention by faculty members.   171 

 172 

 173 

Figure 1: Technology Acceptance Model 174 

 175 

Source: Davis (1989) 



For U15 universities, the PU variable is central to understanding GenAI policy adoption. Universities may 176 
perceive GenAI as useful for enhancing teaching, research, and administrative efficiency. For instance, 177 
policies may promote GenAI tools to support personalized learning or streamline academic workflows, as 178 
evidenced by the 59% of Canadian students using GenAI for schoolwork (KPMG, 2024). However, PU 179 
may be moderated by concerns over academic integrity, as excessive reliance on GenAI could undermine 180 
critical thinking (Nagpal, 2024; KPMG, 2024; Veletsianos, 2023). This study examines how U15 181 
institutional policies balance these benefits against risks, assessing whether they emphasize GenAI’s 182 
potential to improve research productivity or teaching innovation. 183 

Likewise, the PEOU variable influences the acceptance of GenAI policies by faculty and students. If 184 
policies are overly restrictive or complex, requiring extensive training or compliance measures, adoption 185 
may be hindered. For example, clear guidelines on permissible GenAI use in assignments can enhance 186 
PEOU, fostering acceptance among stakeholders. This study explores how U15 institutions design 187 
accessible and user-friendly policies, ensuring alignment with existing academic workflows and 188 
technological infrastructures. 189 

By applying TAM, this study investigates how U15 institutions' GenAI policies reflect PU and PEOU, 190 
shaping the implementation of GenAI policies, wherein the focal person of such implementation is the 191 
university faculty members and students. The framework illuminates how policy design, training, and 192 
ethical governance influence stakeholders’ acceptance, providing insights into effective strategies for 193 
integrating GenAI in higher education. 194 

 195 

Methodology 196 

A qualitative content analysis research method, which analyses textual data to identify concepts, patterns, 197 
and themes (Azizan et al., 2018; Strauss & Corbin, 1990), has been employed in this study. Then, Canadian 198 
university websites were examined concerning the provisions of GenAI in three distinct phases: 199 
exploration, review, and screening (see Figure 2). 200 

In the first phase, an exploration of Canadian university websites in general was conducted to identify AI-201 
related documents, including academic integrity policies, guidelines for the use of GenAI tools for academic 202 
purposes, and principles and resources (both external and internal) pertaining to pedagogy and research. 203 
This comprehensive review of GenAI-related documents from purposively selected 31 Canadian 204 
universities (based on their regional representation, research intensity, comprehensiveness, and student 205 
population size) facilitated an understanding of prevailing trends and implications surrounding GenAI tools 206 
within academic settings, particularly in relation to university administrations, instructors, and students. 207 
This analysis enabled an evaluation of the scope and depth of preparatory initiatives undertaken by various 208 
universities in Canada, thereby providing insights into the extent to which these institutions have addressed 209 
AI-related challenges within their university systems. 210 

In the second phase of the study, an examination of the GenAI policies of selected universities was 211 
conducted. It was observed that several Canadian universities, including St. Paul University, Trent 212 
University, and the University of Lethbridge, closely align their policies with the GenAI guidelines 213 
developed by various U15 institutions. Therefore, the U15 institutions were chosen for a comprehensive 214 
review of their AI policies, making the research realistic, feasible, and timely given the available resources. 215 
Collectively, the U15 institutions represent nearly 50% of the Canadian student population and account for 216 



approximately 80% of all competitive university research conducted in Canada. The AI-related documents 217 
from the U15 institutions highlight the extensive scope and significance of AI implementations across 218 
Canadian universities. 219 

 220 

 221 
Figure 2: Flow Diagram of Data Exploration, Navigation and Screening Process 222 

To this end, a thorough examination of numerous web pages from each of the U15 universities was 223 
conducted regarding their AI policy documents, which occurred in January 2025. The documents were 224 
sourced from various departments, sections, or units within each U15 university, including the Office of 225 
the Provost or Vice-President Academic, Centres for Teaching and Learning or Academic Excellence, 226 
Undergraduate or Graduate Studies, and the University Library section dedicated to student and faculty 227 
research, FAQ pages, and other publicly available university documents. Moreover, specific search phrases 228 
such as "AI policy guidelines of [University Name]," and "AI guidelines for instructors of [University 229 
Name]" were employed in the Google search engine to ensure comprehensive coverage of relevant 230 
documents during this stage. Additionally, Microsoft Copilot was utilized to explore credible hyperlinks 231 
leading to these documents from the respective U15 institutions. Ultimately, a total of 60 webpages and 232 
documents related to AI-policy were identified (see Appendix 1). 233 

However, many of these policy documents were mixed up with the roles and responsibilities of university 234 
administrations, instructors, and students. To make our research more precise, in the third and final stage 235 
of document screening, content specifically focusing on instructors at U15 universities and their AI 236 
responsibilities within the pedagogical process were identified, coded (i.e., open coding, axial coding, and 237 
selective coding) and analyzed (Strauss & Corbin, 1990). The three co-authors developed a coding protocol, 238 
coded the selected policy documents separately and independently, and established the intercoder 239 
agreement using Cohen's Kappa at every coding stage. The sample coding of each theme is provided in the 240 
findings sections. The analysis aimed to assess the clarity and comprehensiveness of the guidance provided 241 
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in these documents, as instructors serve as the primary agents responsible for the application and 242 
implementation of GenAI policies in pedagogical practices. 243 

 244 

Findings of the U15 AI Policies 245 

In September 2024, the U15 institutions released a policy document titled "Navigating AI in Teaching and 246 
Learning: Values, Principles, and Leading Practice," which aims to integrate artificial intelligence into 247 
educational practices across Canada's leading research universities (U15 Canada, 2024). However, most 248 
U15 institutions had already prepared their individual GenAI policy documents, including policies, 249 
principles, guidelines, statements, frequently asked questions (FAQs), blogs, and collections of both 250 
external and internal resources (see Appendix 1). Consequently, thematic inconsistencies have emerged 251 
across universities and departments. Our policy review identifies the following four common themes for 252 
incorporating GenAI technology into educational practices, highlighting a shared commitment to its ethical 253 
use, curricular integration, and institutional support for instructors and students.  254 

Ethical and Transparent Use of GenAI Tools 255 

Ethical use and transparency are central themes in the AI policies across U15 institutions. The University 256 
of Alberta (2024), for example, emphasizes that instructors must ensure GenAI tools are used transparently, 257 
responsibly and ethically, promoting academic integrity and protecting students' intellectual property. 258 
Similarly, the University of British Columbia (UBC, 2024) highlights the importance of the ethical use of 259 
GenAI tools, encouraging instructors to design courses that support academic integrity and provide clear 260 
guidelines on AI use. However, the UBC guidelines state that "any content produced by GenAI used in 261 
teaching must be reviewed […] by an instructor or teaching assistant, to the best of their abilities, before 262 
sharing with students" (UBC, 2024, p.15). McGill University (2023) takes a more comprehensive approach 263 
by integrating ethical considerations into their broader AI strategy. McGill's guidelines emphasize the need 264 
for transparency and ethical use and encourage instructors to use GenAI tools ethically and responsibly, 265 
promoting transparency in AI use and ensuring that their students understand the ethical implications of AI 266 
technologies (McGill University, 2023). This approach is echoed by several other U15 institutions. 267 

While the emphasis on the ethical and transparent use of GenAI tools is consistent across U15 institutions, 268 
the depth and specificity of their guidelines vary, reflecting their unique focuses and applications. For 269 
example, Université Laval emphasizes the societal impacts and ethical development of AI, stating that their 270 
research teams create ethical, practical artificial intelligence solutions that benefit communities (Université 271 
Laval, n.d.). In contrast, Dalhousie University has developed specific guiding principles for the use of AI 272 
in course delivery, highlighting the proactive efforts of their AI Application Working Group to ensure 273 
ethical practices (Dalhousie University, 2023). 274 

Meanwhile, the University of Calgary (2024a) offers comprehensive guidelines that adopt a holistic 275 
approach to the ethical utilization of GenAI. The university has adopted an Ethical AI Literacy Module 276 
developed by Gutierrez (2023), which concentrates on four dimensions: informed use (informing users 277 
about the application of GenAI tools), responsible use (ensuring users take responsibility for the content 278 
generated, particularly concerning potential biases, accuracy, and transparency), ethical use (educating 279 
users regarding the parameters that govern the ethical application of GenAI tools in an academic setting), 280 
and transparent use (clarifying which content is produced by specific GenAI tools in response to particular 281 
prompts) (University of Calgary, 2024a). Thus, the approach of each institution emphasizes its commitment 282 



to the use of artificial intelligence in an ethical and transparent way, tailored to its unique academic and 283 
research contexts. 284 

 285 

 286 
Figure 3: The Sample Coding of Ethical Use of GenAI Tools 287 

The ethical use of GenAI tools is further complicated by inherent biases in the data they are trained on. The 288 
University of British Columbia notes that these tools can "reflect social and cultural biases," potentially 289 
entrenching systemic inequities (UBC, 2024a, Section 1d). Similarly, the University of Alberta (2024) 290 
highlights that biases in GenAI outputs stem from both user inputs and the AI-generated content, often 291 
privileging dominant norms such as English language fluency and heteropatriarchal academic systems. This 292 
can result in a skewed representation favoring white, Western, male scholars. The University of Toronto 293 
(2024) acknowledges the efforts by companies like OpenAI to mitigate these biases but emphasizes that 294 
they remain an inherent challenge in generative AI systems. These perspectives underscore the need for 295 
critical engagement and ethical scrutiny in the use of GenAI tools across academic institutions. 296 

Integration of GenAI Tools in Curricula 297 

Integration of GenAI tools in university curricula is another prominent theme that emerged from the GenAI 298 
policy documents of U15 universities. The University of Manitoba, for example, encourages instructors to 299 
incorporate GenAI tools into their courses to enhance learning outcomes, stating, "Instructors are also 300 
encouraged to include information on specific assignment instructions to explicitly indicate whether the use 301 
of GenAI is acceptable or not" (University of Manitoba, n.d.-a). Similarly, Dalhousie University integrates 302 
GenAI tools "to initiate conversations with students and bolster classroom messaging around academic 303 
integrity" and facilitate deeper engagement with course material (Dalhousie University, n.d.). This approach 304 
is also observed at the University of British Columbia, where instructors are encouraged to use AI with 305 
caution, noting that "faculty may use GenAI for developing practice questions and rubrics, as well as 306 
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discovery and curation of additional learning resources for students," but such content "must be reviewed 307 
for accuracy, appropriateness, bias, and other possible harms by an instructor" (UBC, 2024b). 308 

 309 

 310 
Figure 4: The Sample Coding of Integration of GenAI Tools in Curricula 311 

Most of the U15 institutions, such as Queen's University, Dalhousie University, the University of Ottawa, 312 
the University of Toronto, and McGill University, have outlined three conditions3 regarding the use of 313 
GenAI tools in their courses. In Queen's University (n.d.), for example, instructors are asked to include a 314 
statement regarding the use of GenAI tools in their course syllabi as permitted with citation, permitted in 315 
specific assignments with citation, and not permitted. 316 

Support and Resources 317 

The U15 Canadian universities offer a diverse range of support and resources for instructors and students 318 
integrating GenAI tools into their teaching-learning practices, each adopting unique approaches to address 319 
the ethical, practical, and pedagogical implications of GenAI. While reviewing U15 institution websites, 320 
we found several internal and external resources (e.g., guidelines, policy drafts, virtual and physical 321 
workshops on how to use GenAI tools, expert opinions, blogs, step-by-step guidelines, and so on) that 322 
contain repetitive and overwhelming information about the parameters of using GenAI tools in pedagogical 323 
practices. 324 

 
3 Some of the U15 institutions, such as the University of Saskatchewan, have outlined four conditions regarding the 
use of GenAI tools: (a) No GenAI use is acceptable; (b) Only specific GenAI use is acceptable; (c) GenAI use is 
acceptable with acknowledgement, and (d) GenAI is required as part of a learning outcome. See details at: 
https://academic-integrity.usask.ca/gen-ai.php#AcknowledgingGenAIUseNonUse 
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 325 
Figure 5: The Sample Coding of Support & Resources 326 

Regarding available supports and resources for U15 instructors and students, one key feature across many 327 
of the U15 institutions is the emphasis on ethical use and academic integrity while implementing policies 328 
and guidelines related to GenAI tools. Dalhousie University, for instance, provides comprehensive 329 
resources through its Centre for Learning and Teaching, focusing on designing assessments that consider 330 
AI use. Similarly, the University of Alberta emphasizes the importance of clear communication about 331 
course expectations and responsible AI use, stating, "Promoting a culture of integrity starts with clear, 332 
proactive communication about course expectations and responsible AI use" (University of Alberta, n.d.). 333 

Another significant characteristic across U15 institutions regarding the implementation of AI policies and 334 
guidelines is the focus on education and awareness. McGill University has established a robust framework 335 
for the use of GenAI tools in teaching and learning, emphasizing the importance of centrally developed 336 
educational programming. McGill University states, "Educational programming will be developed and 337 
delivered centrally and be provided for staff, students (beginning in their first year), and instructors" 338 
(McGill University, 2023, p.1). This approach ensures that instructors and students are well-prepared to 339 
integrate GenAI tools into their pedagogical practices. Similarly, the University of Toronto provides 340 
comprehensive resources to help instructors discuss and set guidelines around GenAI use in their courses, 341 
stating, "Clarifying expectations with your students by discussing your expectations and providing 342 
guidelines around using generative AI tools in your course" (University of Toronto, n.d., para. 1). 343 

A third key feature across U15 institutions is the emphasis on balancing GenAI and human interaction. The 344 
University of British Columbia offers detailed guidelines on the responsible and ethical use of generative 345 
AI, emphasizing the importance of this balance. The university's resources emphasize the right balance 346 
between AI and human interaction, stating that "any content produced by GenAI used in teaching must be 347 
reviewed for accuracy, appropriateness, bias, and other possible harms by an instructor or teaching assistant, 348 
to the best of their abilities, before sharing with students" (UBC, 2024a, p. 15). The University of Calgary 349 
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also stresses the importance of balancing AI and human creativity, ensuring that AI enhances rather than 350 
replaces human judgment. The university notes, "GenAI technology should be used to enhance rather than 351 
replace human creativity and judgement" (University of Calgary, 2024a, para. 1). 352 

While universities like McMaster, Queen's, and UBC provide detailed guidelines and best practices, the 353 
effectiveness of these resources ultimately depends on the instructors' willingness to engage with the 354 
provided materials and their ability to adapt their teaching practices to incorporate GenAI tools effectively. 355 
The varying levels of detail and focus across universities suggest that some instructors may find the 356 
resources more helpful than others. For instance, McMaster University emphasizes active, critical, and 357 
reflective engagement with GenAI tools, stating, "Generative artificial intelligence tools should be used for 358 
learning only when the educator judges that their use will aid in active, critical, and reflective engagement" 359 
(McMaster University, n.d.). This approach may resonate more with instructors who prioritize these aspects 360 
in their pedagogical practices. 361 

Autonomy versus Restrictions  362 

The use of GenAI tools in Canadian university education has introduced a complex dynamic between 363 
autonomy and restrictions for university instructors. Most of the U15 institutions reviewed in this study 364 
permit instructors to autonomously utilize GenAI tools in their course design and pedagogical activities, 365 
often within the framework of institutional guidance. 366 

The potential consequences of granting autonomy to instructors in the use of GenAI tools are multifaceted. 367 
On one hand, it can lead to innovative teaching practices and personalized learning experiences, as 368 
instructors tailor AI applications to meet the specific needs of their students. However, there is also a risk 369 
of inconsistent application and potential biases in AI-generated content, which could impact the quality of 370 
education. For instance, we observed that the University of Calgary, the University of British Columbia, 371 
and the University of Toronto exhibit a more liberal approach in granting autonomy to their instructors and 372 
students regarding the use of GenAI tools. In contrast, other U15 institutions tend to discourage GenAI 373 
tools beyond those that are university recommended. As noted by the University of British Columbia, 374 
"GenAI tools are trained on large amounts of data that reflect social and cultural biases," which can 375 
perpetuate systemic inequities if not critically assessed (UBC, 2024b, Section 1d). Therefore, while 376 
autonomy can foster creativity and adaptability in teaching, it must be accompanied by robust guidelines 377 
and continuous professional development to ensure that the use of GenAI enhances rather than undermines 378 
educational quality. 379 

Despite the autonomy granted by most of the U15 institutions, instructors face significant challenges due 380 
to the discouragement of GenAI detection tools on the grounds of reliability and ethical concerns. For 381 
instance, the University of Toronto explicitly states that "none of these software programs have been found 382 
to be sufficiently reliable" and highlights privacy issues associated with sharing student work without 383 
consent (University of Toronto, 2024). Similarly, McGill University underscores the unreliability of GenAI 384 
detection tools, noting that "false positive results misguide instructors and can create situations where 385 
students are wrongly accused" (McGill University, n.d., para. 4). In contrast, the University of Waterloo 386 
(n.d.) subscribes to Turnitin for both text matching and GenAI detection, although it acknowledges the 387 
limitations in detecting AI-generated content. The University of Alberta and the University of Calgary 388 
provide less clear directives, emphasizing the need for instructors to familiarize themselves with AI 389 
technologies before integrating them into their teaching strategies. Overall, while there is a general trend 390 



towards caution and discouragement, the degree of clarity and specificity in policies varies across 391 
institutions. 392 

 393 

 394 
Figure 6: The Sample Coding of Autonomy versus Restrictions 395 

Our review of U15 institutions' resources related to GenAI technology observed that while most U15 396 
institutions discourage the use of AI detection tools due to ethical, legal, and credibility concerns, they also 397 
emphasize the importance of maintaining academic integrity. For instance, the University of Toronto allows 398 
the use of Turnitin for plagiarism detection but does not support GenAI detection tools, suggesting that AI-399 
generated content should be treated as a plagiarism offense (University of Toronto, 2024). Similarly, 400 
Queen's University and the University of British Columbia consider the unauthorized use of GenAI tools a 401 
breach of academic integrity, advising instructors to handle such cases as they would any other form of 402 
academic misconduct. The University of Manitoba encourages traditional methods for detecting academic 403 
misconduct, reflecting a broader trend among these institutions to rely on established practices rather than 404 
unproven AI detection technologies.  405 

U15 instructors currently find themselves in a challenging position. They may suspect students of using AI-406 
generated text in their assignments but cannot prove it due to university policies. These policies, publicly 407 
accessible, inform both students and educators that GenAI detection tools cannot be used to screen student 408 
assignments, leaving students free to use such tools, and depriving instructors of the means to verify their 409 
suspicions. Furthermore, U15 institutions have not yet recommended any GenAI detection tools, nor have 410 
they offered any incentives for instructors to integrate GenAI tools into their pedagogical processes. 411 

In this situation, instructors may become hesitant to rigorously scrutinize the quality of writing in students' 412 
assignments or to take additional measures to uphold academic standards. This reluctance could lead to a 413 
decline in the quality of writing assignments at U15 institutions, potentially impacting the overall quality 414 
of the Canadian education system in the near future. Without reliable tools or support, maintaining academic 415 
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integrity becomes increasingly difficult, posing long-term implications for educational standards and the 416 
credibility of academic qualifications. 417 

Discussion and Conclusion 418 

As our theoretical framework posits, any innovation that is both functional and user-friendly can be rapidly 419 
adopted on a global scale, including within academic institutions (Davis, 1989; Hu, 2023; Lavidas et al., 420 
2024; Nguyen, 2025). For example, our latest search showed that over 200 million people were using 421 
ChatGPT as of December 2024 (https://backlinko.com/chatgpt-stats), a figure that escalated to between 800 422 
million and one billion by June 2025 (https://www.digitalsilk.com/digital-trends/number-of-chatgpt-423 
users/). This represents a fourfold increase in the user base of ChatGPT, arguably the most prevalent GenAI 424 
tool, since December 2024. Such a trend implies that the adoption of GenAI tools is inevitable, given their 425 
usability and user-friendliness. 426 

In the context of this research, we assert that GenAI tools are highly beneficial for both educators and 427 
students, owing to their usefulness and ease of use, thereby facilitating greater advantages from the 428 
application of these tools. All U15 institutions are optimistic that these GenAI tools can enhance 429 
pedagogical practices for instructors and students, including the utilization of suitable assignment 430 
modalities, the improvement of reading comprehension, and the refinement of writing content, among other 431 
benefits. When employed appropriately, GenAI tools can elevate academic standards and enhance 432 
pedagogical approaches (Cordero et al., 2024). 433 

However, the true efficacy of GenAI tools and associated resources is contingent upon the engagement and 434 
adaptability of university instructors and students, along with the support of university administration. Their 435 
commitment is likely to be evident when they perceive that resources for pedagogical practices involving 436 
GenAI tools are easily accessible, affordable, and useful. Our research indicates that such support and 437 
resources are available across U15 institutions in various formats, including guidelines, policy statements, 438 
expert opinions, and blogs. The majority of these resources underscore the responsibility of instructors to 439 
utilize GenAI tools ethically to maintain academic integrity. Educators of U15 institutions face pressures 440 
to implement GenAI policies, which are rapidly evolving. Each academic institution is currently in an 441 
experimental phase aimed at identifying optimal outcomes from the use of GenAI tools while mitigating 442 
potential misuse. However, our review of U15 policy documents suggests a number of external factors 443 
related to social (a lack of GenAI training), economic (no incentives to instructors for additional 444 
responsibility), and cultural (uncertainty across universities) aspects may be affecting the proper use of 445 
GenAI tools for pedagogical purposes, particularly in the absence of technological solutions for AI-446 
generated content. 447 

Some of the U15 institutions, such as McGill University and the University of Toronto, have launched 448 
educational programs aimed at fostering GenAI literacy among staff, students, and faculty members. 449 
Striking a balance between AI integration and human interaction is a critical area emphasized by several 450 
universities. However, establishing the necessary usage parameters for GenAI tools while enforcing 451 
appropriate restrictions to prevent unethical use poses significant challenges. Overly restrictive policies 452 
may inhibit the potential of these tools to enhance the educational experience, while excessive autonomy 453 
could result in unintended consequences or a departure from human-centered values. The foundational 454 
premise is that GenAI tools should serve to augment rather than supplant human capabilities and creativity. 455 
Supporting this perspective, Professor Mary Kelly of Carleton University asserts that "they [GenAI tools] 456 
are not good at it [reasoning about human minds and predicting what humans want or need]. That's why, 457 



when developing and implementing AI technology in Canada, it is essential that its human creators guide 458 
innovation with human rights, fairness and public safety in mind" (Stratton, 2025). Consequently, 459 
institutions must develop clear and uniform policies and frameworks to govern the utilization of GenAI, 460 
fostering a culture of ethical integrity. They should also provide ongoing training for educators to facilitate 461 
a critical engagement with GenAI tools while establishing mechanisms for the regular review and 462 
adaptation of AI-driven initiatives (Cotton et al., 2024). 463 

This study provides a critical examination of the current state of GenAI-related policies and practices 464 
governing pedagogy within leading Canadian research universities—the U15. The integration of GenAI 465 
into higher education is not a peripheral issue; it possesses profound implications for teaching 466 
methodologies, content development, learning activities, assessment strategies, and, most importantly, 467 
academic integrity. Despite a widespread consensus on the necessity of regulating GenAI use in pedagogy, 468 
our review reveals a notable absence of consensus on how such policies should be designed, implemented, 469 
and enforced. This policy vacuum frequently leaves frontline instructors vulnerable, as they are expected 470 
to uphold academic integrity and innovate pedagogical practices without clear institutional guidelines. 471 

One of the primary objectives of our study was to identify common themes across publicly available GenAI 472 
guidelines and policies issued by U15 institutions in Canada. We found a consensus among all U15 473 
institutions regarding the ethical and transparent use of GenAI, but there is a lack of clarity regarding its 474 
implementation. Given that GenAI tools can enhance teaching quality, alleviate preparation burdens, 475 
automate routine tasks, and facilitate adaptive, personalized learning experiences, their potential 476 
contributions to higher education are undeniable. They empower educators to address individual student 477 
needs and prepare graduates with competencies suited for an AI-driven economy. Employers are 478 
increasingly expressing a strong preference for graduates trained within AI-integrated programs—a trend 479 
expected to accelerate as GenAI continues to reshape the labor market. Consequently, Canadian universities 480 
cannot afford to lag behind; they bear an urgent responsibility to redesign curricula and integrate GenAI 481 
tools into pedagogy through comprehensive and ethically grounded policies. This necessitates more than 482 
merely issuing guidelines; it requires investment in faculty training, incentives to promote adoption, and a 483 
commitment to embedding GenAI ethics into teaching and learning. Emerging scholarship underscores this 484 
need, emphasizing both curriculum redesign and sustained faculty development (Nguyen, 2025; Luo, 485 
2024). However, our findings indicate that U15 institutions remain underprepared, particularly regarding 486 
the provision of effective programs and motivational structures for instructors. Loleen Berdahl, Executive 487 
Director of the Graduate School of Public Policy at the University of Saskatchewan, states that there are 488 
tremendous opportunities for universities having GenAI tools but expresses doubts about our e-readiness 489 
for it. 490 

Maintaining academic integrity emerges as the predominant challenge encountered by instructors across 491 
nearly all U15 institutions reviewed in this study. The threat previously posed by plagiarism has now shifted 492 
to instances of GenAI-assisted academic dishonesty. While widely available tools such as Turnitin have 493 
addressed plagiarism to some extent, no accurate tools currently exist to mitigate the challenges associated 494 
with GenAI-assisted academic misconduct. To investigate this phenomenon, we instructed our students to 495 
generate a paragraph using ChatGPT 4 on any topic, subsequently submitting that text to a humanizing 496 
GenAI tool to render it indistinguishable from human writing. They were then required to submit the 497 
humanized text to an AI detection tool, ZeroGPT, which proved ineffective in identifying the humanized 498 
content. This activity underscores the complexities involved in detecting AI-generated plagiarism or 499 
academic misconduct, which inhibits students from utilizing such tools. Therefore, a comprehensive 500 



overhaul of traditional assessment systems is imperative. The establishment of unified GenAI policies and 501 
the provision of clear guidelines are both urgent and essential; without them, students may become 502 
susceptible to the evolving uncertainties of this landscape, facing the repercussions of both false positive 503 
and false negative outcomes. 504 

While this study represents the first critical examination of GenAI policies within Canada’s U15 505 
institutions, it does have limitations. First, as this research is reflective of research-intensive universities in 506 
Canada, its scope is limited. It does not encompass the realities of smaller universities, community colleges, 507 
or vocational institutions, nor does it capture informal practices beyond publicly available policies. Future 508 
research must bridge these gaps through comparative studies across diverse types of institutions and 509 
international contexts. Furthermore, research focusing on the professional development needs of educators, 510 
particularly those in precarious employment situations, could inform targeted training programs—an 511 
important aspect that this study has not addressed. Empirical studies investigating the effects of GenAI 512 
tools on student outcomes—such as learning efficacy, engagement, and academic integrity—are also 513 
critical. More focused empirical studies examining these outcomes are necessary, although most existing 514 
research relating to GenAI and students has primarily concentrated on issues of cheating and academic 515 
integrity. 516 

In conclusion, the evolving landscape of GenAI presents both significant opportunities and complex 517 
challenges for Canadian U15 institutions. As this study has demonstrated, the development and 518 
implementation of GenAI policies remain inconsistent, with considerable variation in institutional 519 
approaches to governance, pedagogy, and academic integrity. To ensure responsible and effective 520 
integration of GenAI into higher education, U15 institutions must adopt coherent, forward-looking 521 
frameworks that are inclusive of faculty, responsive to student needs, and grounded in ethical principles. A 522 
sustained commitment to policy refinement, educator support, and cross-institutional collaboration will be 523 
essential for shaping a future-ready and globally competitive academic environment. 524 

 525 

Compliance with Ethical Standards 526 

Conflict of Interest: The authors declare that there is no conflict of interest. 527 

Funding: This research project receives no funding from any agency or university. 528 

Ethical Approval: Since this research did not involve human participants, ethical approval was not 529 
required. 530 

Disclaimer: English language editing tool EditGPT.APP is used for proofreading purposes. 531 

 532 

References 533 

Azizan, N., Smith, R., Cooper, V., & Bakar, N. A. (2018). Qualitative content analysis: A case study of a 534 

Malaysian government education website. Malaysian Journal of Science Health & Technology, 1, 535 

40-46.  536 

Bresnahan, T.F., & Trajtenberg, M. (1995). General purpose technologies ‘Engines of growth’? Journal 537 

of Econometrics, 65(1), 83-108. 538 



Campbell Academic Technology Services. (2025). AI in Higher Education: A Meta Summary of Recent 539 

Surveys of Students and Faculty. https://sites.campbell.edu/academictechnology/2025/03/06/ai-in-540 

higher-education-a-summary-of-recent-surveys-of-students-and-faculty/. 541 

Chan, C. K. Y. (2023). A comprehensive AI policy education framework for university teaching and 542 

learning. International Journal of Educational Technology in Higher Education, 20, Article 38. 543 

https://doi.org/10.1186/s41239-023-00408-3  544 

Coffey, L. (2024, July 29). Students and professors believe AI will aid cheating. Inside Higher Ed. 545 

https://www.insidehighered.com/news/tech-innovation/artificial-intelligence/2024/07/29/students-546 

and-professors-expect-more  547 

Cordero, J., Torres-Zambrano, J., & Cordero-Castillo, A. (2024). Integration of generative artificial 548 

intelligence in higher education: Best practices. Education Sciences, 15(1), 32. 549 

Cotton, D., Cotton, P. A., & Shipway, J. R. (2024). Chatting and cheating: Ensuring academic integrity in 550 

the era of ChatGPT. Innovations in Education and Teaching International, 61(2), 228-239. 551 

https://doi.org/10.1080/14703297.2023.2190148  552 

Dalhousie University. (2023, August 14). Faculty statement on generative artificial intelligence. 553 

https://www.dal.ca/faculty/open/about/faculty-statement-on-generative-artificial-intelligence.html 554 

Dalhousie University. (n.d.). AI and Academic Integrity. https://www.dal.ca/dept/clt/e-555 

learning/AI_Resource/a-i--and-academic-integrity.html    556 

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of information 557 

technology. MIS Quarterly, 13(3), 319–340. https://doi.org/10.2307/249008. 558 

Farrokhnia, M., Banihashem, S. K., Noroozi, O., & Wals, A. (2023). A SWOT analysis of ChatGPT: 559 

Implications for educational practice and research. Innovations in Education and Teaching 560 

International, 1–15. https://doi.org/10.1080/14703297.2023.2195846 561 

Freeman, J. (2025, February 25). HEPI/Kortext AI survey shows explosive increase in the use of 562 

generative AI tools by students. Higher Education Policy Institute (HEPI). 563 

https://www.hepi.ac.uk/2025/02/26/hepi-kortext-ai-survey-shows-explosive-increase-in-the-use-of-564 

generative-ai-tools-by-students/ 565 

Gray, S. L., Edsall, D., & Parapadakis, D. (2025). AI-based digital cheating at university, and the case for 566 

new ethical pedagogies. Journal of Academic Ethics. https://doi.org/10.1007/s10805-025-09642-y  567 

Gutiérrez, J. (2023). Guidelines for the use of Artificial Intelligence in university courses. Version 4.3, 568 

Universidad del Rosario. https://forogpp.com/wp-content/uploads/2023/02/guidelines-for-the-use-of-569 

artificial-intelligence-in-university-courses-v4.3.pdf  570 

https://doi.org/10.1186/s41239-023-00408-3
https://www.insidehighered.com/news/tech-innovation/artificial-intelligence/2024/07/29/students-and-professors-expect-more
https://www.insidehighered.com/news/tech-innovation/artificial-intelligence/2024/07/29/students-and-professors-expect-more
https://doi.org/10.1080/14703297.2023.2190148
https://www.dal.ca/faculty/open/about/faculty-statement-on-generative-artificial-intelligence.html
https://www.dal.ca/dept/clt/e-learning/AI_Resource/a-i--and-academic-integrity.html
https://www.dal.ca/dept/clt/e-learning/AI_Resource/a-i--and-academic-integrity.html
https://doi.org/10.2307/249008
https://doi.org/10.1080/14703297.2023.2195846
https://www.hepi.ac.uk/2025/02/26/hepi-kortext-ai-survey-shows-explosive-increase-in-the-use-of-generative-ai-tools-by-students/
https://www.hepi.ac.uk/2025/02/26/hepi-kortext-ai-survey-shows-explosive-increase-in-the-use-of-generative-ai-tools-by-students/
https://doi.org/10.1007/s10805-025-09642-y
https://forogpp.com/wp-content/uploads/2023/02/guidelines-for-the-use-of-artificial-intelligence-in-university-courses-v4.3.pdf
https://forogpp.com/wp-content/uploads/2023/02/guidelines-for-the-use-of-artificial-intelligence-in-university-courses-v4.3.pdf


Holmes, W., Bialik, M., & Fadel, C. (2019). Artificial Intelligence in Education: Promises and 571 

Implications for Teaching and Learning. Center for Curriculum Redesign.  572 

Hu, K. (2023, February 2). ChatGPT sets record for fastest-growing user base. Reuters. 573 

https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-574 

2023-02-01/   575 

Kiryakova, G. & Angelova, N. (2023). ChatGPT—A challenging tool for the university professors in 576 

their teaching practice. Educ. Sci. 13(10), 1056. https://doi.org/10.3390/educsci13101056. 577 

KPMG. (2024, October 21). Students using Generative AI confess they're not learning as much. 578 

https://kpmg.com/ca/en/home/media/press-releases/2024/10/students-using-gen-ai-say-they-are-not-579 

learning-as-much.html. 580 

Lancaster, T., & Cotarlan, C. (2023). Artificial intelligence and academic integrity: The impact of AI-581 

generated text on student plagiarism. Journal of Academic Ethics, 21(2), 123-138. 582 

https://doi.org/10.1007/s10805-023-094151-1 583 

Lavidas, K., Voulgari, I., Papadakis, S., Athanassopoulos, S., Anastasiou, A., Filippidi, A., ... & 584 

Karacapilidis, N. (2024). Determinants of humanities and social sciences students’ intentions to use 585 

artificial intelligence applications for academic purposes. Information, 15(6), 314. 586 

Luckin, R., Holmes, W., Griffiths, M., & Forcier, L. B. (2023). Intelligence unleashed: An argument for 587 

AI in education. Pearson. 588 

Luo, J. (2024). A critical review of GenAI policies in higher education assessment: A call to reconsider 589 

the “originality” of student work. Assessment and Evaluation in Higher Education, 49(5), 651-664. 590 

https://doi.org/10.1080/02602938.2024.2309963  591 

McGill University. (2023). Principles on generative AI in teaching and learning at McGill. 592 

https://www.mcgill.ca/provost/files/provost/principles_on_generative_ai_in_teaching_and_learning_593 

at_mcgill.pdf  594 

McGill University. (n.d.). How can generative AI be used in teaching and learning? Using generative AI in 595 

teaching and learning. https://teachingkb.mcgill.ca/tlk/using-generative-ai-in-teaching-and-596 

learning#UsinggenerativeAIinteachingandlearning-AvoidAIdetectiaontools  597 

McMaster University. (n.d.). Guidelines on the use of generative AI in teaching and learning. Office of the 598 

Provost & Vice-President. https://provost.mcmaster.ca/office-of-the-provost-2/generative-artificial-599 

intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/provisional-guidelines-on-the-600 

use-of-generative-ai-in-teaching-and-learning/  601 

https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/
https://doi.org/10.3390/educsci13101056
https://kpmg.com/ca/en/home/media/press-releases/2024/10/students-using-gen-ai-say-they-are-not-learning-as-much.html
https://kpmg.com/ca/en/home/media/press-releases/2024/10/students-using-gen-ai-say-they-are-not-learning-as-much.html
https://doi.org/10.1007/s10805-023-094151-1
https://doi.org/10.1080/02602938.2024.2309963
https://www.mcgill.ca/provost/files/provost/principles_on_generative_ai_in_teaching_and_learning_at_mcgill.pdf
https://www.mcgill.ca/provost/files/provost/principles_on_generative_ai_in_teaching_and_learning_at_mcgill.pdf
https://teachingkb.mcgill.ca/tlk/using-generative-ai-in-teaching-and-learning#UsinggenerativeAIinteachingandlearning-AvoidAIdetectiaontools
https://teachingkb.mcgill.ca/tlk/using-generative-ai-in-teaching-and-learning#UsinggenerativeAIinteachingandlearning-AvoidAIdetectiaontools
https://provost.mcmaster.ca/office-of-the-provost-2/generative-artificial-intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/provisional-guidelines-on-the-use-of-generative-ai-in-teaching-and-learning/
https://provost.mcmaster.ca/office-of-the-provost-2/generative-artificial-intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/provisional-guidelines-on-the-use-of-generative-ai-in-teaching-and-learning/
https://provost.mcmaster.ca/office-of-the-provost-2/generative-artificial-intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/provisional-guidelines-on-the-use-of-generative-ai-in-teaching-and-learning/


Moorhouse, B.L., Yeo, M.A., & Wan, Y. (2023). Generative AI tools and assessment: Guidelines of the 602 

world’s top-ranking universities. Computers and Education Open, 5, Article 100151. 603 

https://doi.org/10.1016/j.caeo.2023.100151  604 

Nagpal, H. (2024). Policies, procedures, and guidelines: Are Universities effectively ensuring AI (academic 605 

integrity) in the era of Generative AI? [Master's Thesis, Lakehead University]. 606 

https://knowledgecommons.lakeheadu.ca/bitstream/handle/2453/5385/NagpalH2024m-607 

1a.pdf?sequence=1&isAllowed=y  608 

Nguyen, K.V.  (2025). The Use of Generative AI Tools in Higher Education: Ethical and Pedagogical 609 

Principles. Journal of Academic Ethics (2025). https://doi.org/10.1007/s10805-025-09607-1  610 

Pawar, S. D. (2023).  ChatGPT: Revolutionizing education administration—A case study analysis. 611 

International Journal for Research in Applied Science & Engineering Technology, 11(4): 4448-4454. 612 

https://www.ijraset.com/best-journal/chatgpt-revolutionizing-education-administration-a-case-study-613 

analysis  614 

Prothero, A. (2024, April 25). New data reveal how many students are using AI to cheat. Education Week. 615 

https://www.edweek.org/technology/new-data-reveal-how-many-students-are-using-ai-to-616 

cheat/2024/04  617 

Queen's University (n.d.). Include a syllabus statement. Teaching and Learning Statements, Guidelines 618 

and Resources. https://www.queensu.ca/provost/teaching-and-learning/statements-guidelines-and-619 

resources/teaching-and-learning-statements 620 

Selwyn, N. (2023). Digital technology and the future of education: Challenges and opportunities. 621 

Learning, Media and Technology, 48(1), 1-15.  622 

Stratton, J. (2025, May 15). Avoiding the ‘Paperclip’ Conundrum: Innovating with AI While Limiting Risk. 623 

Carleton University. https://carleton.ca/challengeconference/story/ai-innovation-limiting-risk/ 624 

Strauss, A., & Corbin, J. (1990). Basics of qualitative research: Grounded theory procedures and 625 

techniques. Sage Publications. 626 

U15 Canada. (2024). Navigating AI in teaching and learning: Values, principles and leading practices. 627 

https://u15.ca/publications/statements-releases/navigating-ai-in-teaching-and-learning-values-628 

principles-and-leading-practices/ 629 

Université Laval. (n.d.). Artificial intelligence initiatives and research. 630 

https://www.ulaval.ca/en/artificial-intelligence 631 

https://doi.org/10.1016/j.caeo.2023.100151
https://knowledgecommons.lakeheadu.ca/bitstream/handle/2453/5385/NagpalH2024m-1a.pdf?sequence=1&isAllowed=y
https://knowledgecommons.lakeheadu.ca/bitstream/handle/2453/5385/NagpalH2024m-1a.pdf?sequence=1&isAllowed=y
https://doi.org/10.1007/s10805-025-09607-1
https://www.ijraset.com/best-journal/chatgpt-revolutionizing-education-administration-a-case-study-analysis
https://www.ijraset.com/best-journal/chatgpt-revolutionizing-education-administration-a-case-study-analysis
https://www.edweek.org/technology/new-data-reveal-how-many-students-are-using-ai-to-cheat/2024/04
https://www.edweek.org/technology/new-data-reveal-how-many-students-are-using-ai-to-cheat/2024/04
https://www.queensu.ca/provost/teaching-and-learning/statements-guidelines-and-resources/teaching-and-learning-statements
https://www.queensu.ca/provost/teaching-and-learning/statements-guidelines-and-resources/teaching-and-learning-statements
https://u15.ca/publications/statements-releases/navigating-ai-in-teaching-and-learning-values-principles-and-leading-practices/
https://u15.ca/publications/statements-releases/navigating-ai-in-teaching-and-learning-values-principles-and-leading-practices/
https://www.ulaval.ca/en/artificial-intelligence


University of Alberta. (2024). Framework for responsible and ethical use of AI at the University of 632 

Alberta. https://www.ualberta.ca/en/media-library/artificial-intelligence/framework-for-responsible-633 

and-ethical-use-of-ai.pdf 634 

University of Alberta. (n.d.). Academic integrity and AI use. https://www.ualberta.ca/en/centre-for-635 

teaching-and-learning/resources/generative-ai/academic-integrity-ai-use/index.html  636 

University of British Columbia, UBC. (2024a, July). Principles and guidelines for generative AI in 637 

teaching and learning. https://it-genai-2023.sites.olt.ubc.ca/files/2024/08/Guidelines-GenAI_TL.pdf  638 

University of British Columbia, UBC. (2024b). Ethical considerations. Guidelines for all uses of GenAI in 639 

teaching and learning. https://genai.ubc.ca/guidance/teaching-learning-guidelines/guidelines-for-all-640 

uses-of-genai-in-teaching-learning/  641 

University of Calgary. (2024a, October). Generative AI use in graduate studies. 642 

https://grad.ucalgary.ca/graduate-ai-guidelines  643 

University of Calgary. (2024b, May 21). SAMR model: Academic integrity reflection tools. 644 

https://taylorinstitute.ucalgary.ca/resources/Academic-Integrity-Reflection-Tool  645 

University of Manitoba. (n.d.-a). Academic Integrity. https://umanitoba.ca/student-supports/academic-646 

supports/academic-integrity  647 

University of Toronto (2024, August 29). Frequently asked questions about generative AI. Generative 648 

artificial intelligence in the classroom: FAQs. https://www.viceprovostundergrad.utoronto.ca/16072-649 

2/teaching-initiatives/generative-artificial-intelligence/  650 

University of Toronto. (n.d.). Navigating generative AI: Six suggestions for every instructor. 651 

https://teaching.utoronto.ca/wp-content/uploads/NavigatingGenAI-Six-Suggestions-July2024.pdf   652 

University of Waterloo. (n.d.) Turnitin: About this tool. Educational Technology Hub. 653 

https://uwaterloo.ca/educational-technology-hub/catalogs/centrally-supported-tools/turnitin  654 

Van Dis, E. A.M., Bollen, J., van Rooij, R., Zuidema, W. & Bockting, C. L. (2023, February 9). 655 

ChatGPT: Five priorities for research. Nature, 614, 224-226. 656 

https://www.nature.com/articles/d41586-023-00288-7  657 

Veletsianos, G. (2023). Generative Artificial Intelligence in Canadian post-secondary education: AI 658 

policies, possibilities, realities, and futures. Canadian Digital Learning Research Association. 659 

https://www.d2l.com/resources/assets/cdlra-2023-ai-report/  660 

Williamson, B., & Piattoe, N. (2023). Education governance and AI: Policy challenges and institutional 661 

responses. Policy Futures in Education, 21(3), 456-472. 662 

https://doi.org/10.1177/14782103231123456 663 

https://www.ualberta.ca/en/media-library/artificial-intelligence/framework-for-responsible-and-ethical-use-of-ai.pdf
https://www.ualberta.ca/en/media-library/artificial-intelligence/framework-for-responsible-and-ethical-use-of-ai.pdf
https://www.ualberta.ca/en/centre-for-teaching-and-learning/resources/generative-ai/academic-integrity-ai-use/index.html
https://www.ualberta.ca/en/centre-for-teaching-and-learning/resources/generative-ai/academic-integrity-ai-use/index.html
https://it-genai-2023.sites.olt.ubc.ca/files/2024/08/Guidelines-GenAI_TL.pdf
https://genai.ubc.ca/guidance/teaching-learning-guidelines/guidelines-for-all-uses-of-genai-in-teaching-learning/
https://genai.ubc.ca/guidance/teaching-learning-guidelines/guidelines-for-all-uses-of-genai-in-teaching-learning/
https://grad.ucalgary.ca/graduate-ai-guidelines
https://taylorinstitute.ucalgary.ca/resources/Academic-Integrity-Reflection-Tool
https://umanitoba.ca/student-supports/academic-supports/academic-integrity
https://umanitoba.ca/student-supports/academic-supports/academic-integrity
https://www.viceprovostundergrad.utoronto.ca/16072-2/teaching-initiatives/generative-artificial-intelligence/
https://www.viceprovostundergrad.utoronto.ca/16072-2/teaching-initiatives/generative-artificial-intelligence/
https://teaching.utoronto.ca/wp-content/uploads/NavigatingGenAI-Six-Suggestions-July2024.pdf
https://uwaterloo.ca/educational-technology-hub/catalogs/centrally-supported-tools/turnitin
https://www.nature.com/articles/d41586-023-00288-7
https://www.d2l.com/resources/assets/cdlra-2023-ai-report/
https://doi.org/10.1177/14782103231123456


Yueqiao, J., Lisiang, Y., Echeverria, V., Gasevic, D., & Martinez-Maldonado, R. (2024). Generative AI 664 

in higher education: A global perspective of institutional adoption policies and guidelines. 665 

Computers and Education: Artificial Intelligence, 8. https://doi.org/10.1016/j.caeai.2024.100348. 666 

Zawacki-Richter, O., Marín, V. I., Bond, M., & Gouverneur, F. (2023). Systematic review of research on 667 

artificial intelligence applications in higher education – where are the educators? International 668 

Journal of Educational Technology in Higher Education, 20(1), 1-27.   669 

 670 

Appendix 671 

List of AI Policy Documents of U15 Reviewed (with hyperlinks) 672 

Dalhousie 

University 

1. Gen AI in teaching and learning 
2. Generative AI: A guide for Dalhousie students, faculty & staff  
3. Equity, inclusion, and accessibility,  
4. GenAI in teaching and learning community of practice 

McGill 

University 

5. Recommendations presented by the AI working group  
6. Using Generative AI in teaching and learning 
7. McGill AI Literacy 
8. Using AI tools for research  

McMaster 

University 

9. Introduction to Generative AI for educators 
10. Task force on generative AI in teaching and learning 
11. Designing assessments in the age of GenAI 
12. Guidelines on the use of GenAI in teaching and learning 

Queens 

University 

13. Generative AI in teaching and learning 
14. What is Generative AI 
15. Bias, harm and privacy concerns 
16. Considerations for your course 
17. Assessments: Incorporating the use of an AI tool into assignments 
18. Academic integrity 

University of 

Alberta 

19. Teaching in the context of AI 
20. About Generative AI? 
21. Academic Integrity and AI Use 
22. Students and AI  
23. Course Design and AI 

University of 

British 

Columbia 

24. Teaching and learning guidelines 
25. Guidelines for all uses of GenAI in teaching and learning 
26. Principles for GenAI in Teaching and Learning 
27. Learning with Gen AI 
28. Teaching with Gen AI 
29. GenAI Tools in Teaching and Learning 

https://www.dal.ca/dept/clt/e-learning/AI_Resource.html
https://dal.ca.libguides.com/genai/dal
https://www.dal.ca/about/mission-vision-values/equity-diversity-inclusion-and-accessibility.html
https://www.mcgill.ca/stl/files/stl/stl_recommendations_2.pdf
https://teachingkb.mcgill.ca/tlk/using-generative-ai-in-teaching-and-learning
https://libraryguides.mcgill.ca/ai/literacy
https://libraryguides.mcgill.ca/ai/plan
https://mi.mcmaster.ca/introduction-to-generative-ai-for-educators/#tab-content-teaching-impacts
https://provost.mcmaster.ca/generative-artificial-intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/
https://ecampusontario.pressbooks.pub/mcmasterteachgenerativeai/part/designing-assessments-in-the-age-of-generative-ai/
https://provost.mcmaster.ca/generative-artificial-intelligence-2/task-force-on-generative-ai-in-teaching-and-learning/provisional-guidelines-on-the-use-of-generative-ai-in-teaching-and-learning/
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning/what-generative-artificial
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning/bias-harm-and-privacy-concerns
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning/considerations-your-course
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning/assessments
https://www.queensu.ca/ctl/resources/educational-technology/generative-ai-teaching-and-learning/academic-integrity
https://www.ualberta.ca/en/centre-for-teaching-and-learning/teaching-toolkit/teaching-in-the-context-of-ai/index.html
https://www.ualberta.ca/en/centre-for-teaching-and-learning/teaching-toolkit/teaching-in-the-context-of-ai/generative-ai.html
https://www.ualberta.ca/en/centre-for-teaching-and-learning/teaching-toolkit/teaching-in-the-context-of-ai/artificial-intelligence-academic-integrity.html
https://www.ualberta.ca/en/centre-for-teaching-and-learning/teaching-toolkit/teaching-in-the-context-of-ai/statements-of-expectations.html
https://www.ualberta.ca/en/centre-for-teaching-and-learning/teaching-toolkit/teaching-in-the-context-of-ai/suggestions-for-instructors/index.html
https://genai.ubc.ca/guidance/teaching-learning-guidelines/
https://genai.ubc.ca/guidance/teaching-learning-guidelines/guidelines-for-all-uses-of-genai-in-teaching-learning/#:~:text=Human%20oversight%20and%20responsibility%3A%20Those,GenAI%2Dgenerated%20content%20including%20potential
https://it.ubc.ca/sites/it.ubc.ca/files/GenAi_Principles_Guidelines_v2.pdf
https://genai.ubc.ca/guidance/teaching-learning-guidelines/learning-with-genai/
https://genai.ubc.ca/guidance/teaching-learning-guidelines/teaching-with-genai/
https://academicintegrity.ubc.ca/chatgpt-faq/


University of 

Calgary 

30. Maximizing learning with effective GenAI prompt writing: An instructor's resource 
for students 

31. Emerging considerations when designing assessments for AI use 
32. A first response to assessments and ChatGPT in your courses 
33. Exploring AI and Assessments 
34. Centre for AI Ethics, Literacy and Integrity (CAIELI) 
35. Articles and resources for ChatGPT 

University of 

Manitoba 

36. Academic Integrity & Artificial Intelligence 
37. AI for instructors 
38. CATL AI Guide 
39. Copyright and Generative AI 
40. Generative AI tools 

University of 

Ottawa  

41. FAQ for professors 
42. Security & privacy guidelines for the usage, procurement and deployment of AI 
43. Guide on reasonable use of AI while protecting personal information 

University of 

Saskatchewan  

44. GenAI resources for faculty and instructors 
45. AI at USask 
46. GenAI and the LTE Toolkit 
47. Generative Artificial Intelligence (GenAI) 

University of 

Toronto  

48. AI task force and guidelines 
49. Resources for instructors and teaching assistants 
50. Generative AI in the Classroom: FAQ's 
51. Teaching with GenAI at UofT 

University of 

Waterloo  

52. Artificial Intelligence at UW 
53. Thinking about GenAI in the classroom 
54. Generative AI: Copyright at Waterloo 
55. GenAI guidance for graduate students and supervisors 

University of 

Western 

Ontario  

56. AI at Western 
57. Generative AI Guidance 
58. Western's AI Policy 
59. Guidance by Role 
60. Which GenAI chatbot should I use? 

Note: The names of U15 institutions on this table are listed in alphabetical order 673 

https://taylor-institute.ucalgary.ca/resources/maximizing-learning-with-effective-genai-prompt-writing
https://taylor-institute.ucalgary.ca/resources/maximizing-learning-with-effective-genai-prompt-writing
https://prism.ucalgary.ca/items/8190deab-b961-46d9-83bc-876635748a68
https://taylorinstitute.ucalgary.ca/first-response-assessment-and-chatgpt
https://taylorinstitute.ucalgary.ca/resources/exploring-artificial-intelligence-and-assessments
https://library.ucalgary.ca/services/caieli
https://elearn.ucalgary.ca/articles-and-resources-for-chatgpt/
https://umanitoba.ca/student-supports/academic-supports/academic-integrity
https://libguides.lib.umanitoba.ca/ai/instructors
https://umanitoba.ca/centre-advancement-teaching-learning/integrity/artificial-intelligence
https://umanitoba.ca/copyright/copyright-office/generative-ai
https://libguides.lib.umanitoba.ca/ai/tools
https://saea-tlss.uottawa.ca/en/chatgpt-faq#can-i-use-generative-ai-tools-for-pedagogical-purposes-in-my-classroom
https://www.uottawa.ca/about-us/information-technology/it-artificial-intelligence/Cybersecurity-AI-guidelines
https://teaching.usask.ca/learning-technology/gen-ai/resources.php
https://leadership.usask.ca/initiatives/ai/index.php#Guidelines
https://teaching.usask.ca/learning-technology/gen-ai/overview.php
https://academic-integrity.usask.ca/gen-ai.php#AcknowledgingGenAIUseNonUse
https://ai.utoronto.ca/guidelines/
https://ai.utoronto.ca/faculty/
https://www.viceprovostundergrad.utoronto.ca/16072-2/teaching-initiatives/generative-artificial-intelligence/
https://teaching.utoronto.ca/teaching-uoft-genai/teaching-tips/
https://uwaterloo.ca/associate-vice-president-academic/artificial-intelligence-uw
https://uwaterloo.ca/academic-integrity/news/new-video-thinking-about-generative-artificial-intelligence
https://uwaterloo.ca/copyright-at-waterloo/teaching/generative-artificial-intelligence
https://uwaterloo.ca/academic-integrity/news/genai-guidance-graduate-students-and-supervisors
https://ai.uwo.ca/
https://ai.uwo.ca/Guidance/index.html
https://ai.uwo.ca/Guidance/Policy.html
https://ai.uwo.ca/Guidance/Guidance-by-Role.html
https://ai.uwo.ca/Guidance/Which-generative-AI-chatbot-should-I-use.html

