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Abstract 

The availability of software which can produce convincing, yet 
synthetic media poses both threats and benefits to tertiary education 
globally. While other forms of synthetic media exist, this study 
focuses on deepfakes: advanced Generative AI (GenAI) imitations 
of real people’s likeness or voice. This conceptual paper assesses 
the current literature on deepfakes across multiple disciplines by 
conducting an initial review of 182 peer-reviewed publications. The 
review reveals three major trends: detection methods, malicious 
applications, and potential benefits, although no specific studies on 
deepfakes in the tertiary educational context were found. Following 
a discussion of these trends, we apply the findings to postulate the 
major risks and potential mitigation strategies of deepfake 
technologies in higher education, as well as potential beneficial uses 
to aid the teaching and learning of both deepfakes and synthetic 
media. This culminates in the proposal of a research agenda to build 
a comprehensive, cross-cultural approach to investigate deepfakes 
in higher education.   
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Introduction 

The pace of the development of Artificial Intelligence (AI) technologies has led to significant 
concern in many areas of society, including educational contexts. As a result, research agendas 
on Generative AI (GenAI) in tertiary education have been established (Lodge et al., 2023); 
however, to date, no review or research agenda has specifically focused on deepfakes in tertiary 
education. Deepfakes are GenAI outputs which comprise realistic audio, visual, or media outputs 
that depict false or inaccurate information (Akhtar, 2023). The major consequence of deepfakes 
is that they can portray an individual doing something or saying something that they have never 
done, marking an unprecedented shift in the ability to distort reality (Appel & Prietzel, 2022). As 
tertiary education institutions are centres of learning, the potential implications of such false 
information are highly important for students, teachers, and university leadership, thus warranting 
stakeholder attention.  

Our study contributes to the literature on educational technology in tertiary education by 
addressing three distinct aims. First, to conduct a rapid review to assess the literature on 
deepfakes and synthetic media across multiple fields and to relate the impact of these findings to 
the context of tertiary education. Second, to identify potential strategies and best practices that 
can serve as a starting point for crafting coherent institutional approaches to dealing with 
deepfakes. The third aim is to propose a research agenda establishing priority areas for 
addressing the potential challenges and benefits of deepfake technology in higher education. To 
achieve these objectives, our study addresses the following research questions: 

1. What is the current state of research on deepfakes and synthetic media across various 
disciplines, and how do these findings relate to tertiary education? 

2. What are the potential risks and benefits of deepfake technology in higher education 
contexts? 

3. What strategies can higher education institutions implement to address the challenges 
posed by deepfakes? 

4. What are the priority areas for future research on deepfakes in higher education? 
 
By addressing these research questions, our study makes a pioneering contribution to the field of 
educational technology in tertiary education. This article lays the foundation for the study of 
deepfakes and synthetic media in tertiary education by offering the first review and research 
agenda specifically focused on this context. Our approach synthesises findings from a number of 
diverse fields, providing a holistic understanding of deepfakes that bridges the gap between 
technology and educational research, which we use to develop evidence-based strategies and 
best practices for higher education institutions to address deepfake-related challenges, filling a 
critical need in the sector. By proposing a detailed research agenda, we identify key areas which 
we believe require further investigation to equip stakeholders with the knowledge needed to 
anticipate and prepare for future technological developments. Through these contributions, we 
aim to stimulate dialogue, inform policy, and inspire further research on the intersection of 
deepfakes and education. 

The remainder of this paper is structured to address our research questions and objectives. We 
begin with a literature review providing an overview of deepfake technology, its history, and 
current applications, followed by a synthesis of existing research across various fields. The 
methodology section details our approach to conducting an initial review broadly in line with a 
scoping review procedure, including search strategies, inclusion criteria, and analysis methods. 
We then present the findings of our review, highlighting key themes and their relevance to tertiary 
education before analysing the implications of deepfakes for higher education, including potential 
risks and opportunities. Following this, we propose evidence-based strategies and best practices 
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for higher education institutions to address deepfake-related challenges. The paper concludes 
with a proposed research agenda outlining priority areas for future investigation and a summary 
of key findings and their significance for educational technology in tertiary education. 

Reviewing The Landscape of Deepfakes and Deepfake Research 

The term deepfake was coined in 2017 by a user on the social media site Reddit, to refer to a 
combination of the terms ‘deep learning’ and ‘fakes’ (Kietzmann et al., 2020), in contrast to 
‘shallow fakes’ or ‘cheap fakes’ which revolve around simpler, less convincing methods of media 
manipulation, such as slowing videos or using photo editing software. While we use the English 
terminology ‘deepfake’ in this article, it is important to note that deepfakes are a global 
phenomenon, do not only occur in Western contexts, and have their own terms in other languages 
(e.g. “huanlian” in Chinese (de Seta, 2021)). Cases of deepfakes spreading on social media have 
been documented in Kenya (Mayoyo, 2023), India (Nema, 2021), Russia (Samoilenko & 
Suvorova, 2023), and China (de Seta, 2021).  

Although deepfakes have been recognised since 2017, the underlying technology required to 
successfully produce these manipulated media outputs has only recently been sufficiently 
developed to become widely accessible (Busacca & Monaca, 2023). Public awareness of the 
issue has also grown through several recent high-profile scandals, including pornographic 
deepfakes of celebrities such as Taylor Swift (Saner, 2024). These cases have led to Reddit 
banning the original ‘deepfake’ subreddit in which the term was  coined (Appel & Prietzel, 2022), 
and in the United Kingdom creation of nonconsensual, explicit deepfake images has been 
criminalised, attracting fines and even jailtime for creators (Milligan, 2024). 

We differentiate between the terms “deepfake” and “synthetic media” to acknowledge the potential 
creative, economic, and educative benefits of AI-generated media (Feher, 2024). While we 
primarily focus on deepfakes in this paper, it is also important to note that purely synthetic media 
– i.e., not created with a visual or audio likeness of a real person – is important in higher education 
and forms part of our research agenda. Several platforms exist which can create purely synthetic 
media, including synthetic speech (ElevenLabs, 2024), music (e.g., Suno, 2024; Udio, 2024), and 
video avatars created using diffusion-based image models (HeyGen, 2024; Synthesia, 2024).  

Deepfakes are produced through deep learning procedures which typically involve Generative 
Adversarial Networks (GANs) or more recently, advanced diffusion models (Appel & Prietzel, 
2022). Historically, deep learning to produce visual materials has required large sets of training 
data. This is one reason why celebrities have been common targets, as huge libraries of images 
and video material on these individuals already exist (Kietzmann et al., 2020). More recently, end-
to-end systems which generate videos of talking heads using only a single still image and an 
audio clip have been developed (Vougioukas et al., 2019; Xu et al., 2024), suggesting the abilities 
of synthetic media and deepfakes will continue to improve, and that deepfakes of anyone with a 
single image may be achievable. Similar to large language models (LLMs) and GenAI image 
generators, deepfake technologies are increasingly accessible to the general population. There 
are multiple open source applications for deepfake creation, including DeepFaceLab, FaceApp, 
Wombo, Zao, and FaceApp (de Rancourt-Raymond & Smaili, 2022). One of the most popular 
applications, FakeApp, makes the creation of deepfakes possible for users with basic 
technological capabilities quickly and easily (Ali et al., 2021). Therefore, deepfakes are expected 
to become more common soon.  

There are no agreed upon common categories for deepfakes, but there are areas of commonality 
across definitions and frameworks. Farid (2022) outlines three categories of visual deepfake: 
‘face-swap’ such as swapping the face of an actor into another movie; lip synchronisation (lip-
sync), in which the modification of a video aims to match the speaker’s lips with audio recording; 
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and ‘puppet-master,’ animating a person’s image through another performer (the ‘puppet’). Akhtar 
(2023) suggested four alternate types of visual deepfake manipulation: swapping of identities, 
face reenactment, manipulation of attributes, and synthesis of the face in its entirety. Kietzmann 
et al. (2020)’s taxonomy of deepfakes extends beyond visual media, encompassing face and 
body swapping, audio deepfakes including voice-swapping, video, and combined video/audio 
deepfakes. Regardless of these minor differences in classification, deepfakes of all varieties 
produce similar output: believable, realistic media which is predicated on some aspect of ‘fakery’ 
or inaccurate representation, thus distinguishing it from synthetic media which can use a non-
existent or artificial identity.  

Methods 

While our review aims to understand the scope of deepfake and synthetic media research from 
the perspective of tertiary education, there have been many broader reviews of the deepfake 
literature in other disciplines. Bode et al. (2021) points out that there has been an ‘explosion’ of 
multidisciplinary research on deepfakes, often focusing on erosion of truth and trust, the creation 
of fake pornography, and political manipulation. A systematic review of deepfakes identified that 
much of this research is within the fields of computer science, politics, and law (Godulla et al., 
2021), while a bibliometric analysis of 331 research articles surrounding deepfakes on Web of 
Science and Scopus databases found similar patterns (Gil et al., 2023).  

Given that we aimed to ascertain initially whether there was research on deepfakes in tertiary 
education, we adopted a scoping review procedure (Mak & Thomas, 2022). We used the 
academic databases Google Scholar, Scopus, and Web of Science for the operators ‘deepfakes’, 
‘education’, ‘higher education’ and ‘synthetic media’. After screening the abstracts for those 
relevant to the topic of deepfakes, we obtained 182 peer-reviewed journal publications, 
conference proceedings, and chapters in edited books regarding deepfakes and synthetic media. 
We opted to include all studies relevant to the topic of deepfake technology, as long as they met 
the guidelines of being peer-reviewed, scholarly literature. Although we excluded grey literature 
from this review, we also noted a distinct lack of grey literature in Google Scholar (which is the 
only database utilised which contains such literature), suggesting that deepfakes as a topic has 
yet to reach mainstream public attention. We then read the collected papers in detail and found 
no works that could be described as specifically focusing on the tertiary education context. This 
indicated there was not sufficient literature for a detailed scoping review on deepfakes in higher 
education, although there is limited existing literature regarding deepfake education among 
younger cohorts (Ali et al., 2021; Blankenship, 2021; Murillo-Ligorred et al., 2023). As a result, we  
decided to take a more integrative approach to synthesising the existing knowledge on deepfakes, 
before attempting to relate the findings to a tertiary education context to begin the foundations of 
scholarly work in this area. To do so, we undertook an inductive thematic analysis to identify the 
current themes of extant scholarship on deepfakes and synthetic media.   

Results  

We identified three broad themes in the literature: deepfake detection, malicious applications of 
deepfake technologies, and positive applications of deepfake technologies. This literature is 
synthesised in the results section, and then analysed and related specifically to a tertiary 
educational context. 
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Table 1  

Categories of Deepfake Literature 

 

Theme Description  

Deepfake Detection 

Most studies relating to this theme fell into the disciplines off 
computer science and Artificial Intelligence (AI). This theme covers 
studies which describe novel techniques for detecting deepfake 
media, or evading detection technologies through adversarial 
means. 

Malicious Applications of 
Deepfakes 

This theme relates to works which sought to describe the potential 
malicious applications of deepfake technology across multiple 
fields and areas of society, with most studies focusing on the 
implications in politics, public voting, and disinformation, or the 
generation of nonconsensual pornography. 

Positive Applications of 
Deepfake Technologies 

Although representing a small minority of the papers analysed, we 
found several articles which did describe potential positive 
applications of deepfake technology, including in guest experience 
at tourism attractions, or in benefiting accessibility for those with 
vocal impairments. 

Detection of Deepfakes  

Most deepfake literature focuses on detection and evasion, mirroring scholarship on GenAI text 
detection (Anderson et al., 2023; Perkins et al., 2023; Weber-Wulff et al., 2023). While early, less 
sophisticated deepfakes had detectable inconsistencies like blinking frequency (Agarwal et al., 
2019), recent iterations are harder for humans to detect (Chadha et al., 2021). For example, one 
bilingual study (n = 529) found listeners correctly identified audio deepfakes only 73% of the time, 
regardless of language (Mai et al., 2023), while other studies have found that people may 
overestimate their detection abilities (Köbis et al., 2021). 

Other methods of forensic analysis which centre on human-led detection, such as checking for 
inconsistency between frames, have proven unsuccessful (Guarnera et al., 2020), not only 
because deepfakes are increasingly sophisticated, but also because of the volume of deepfake 
content being created and the time needed to apply these methods (Silva et al., 2022). Given 
difficulties in relying on human-led detection of deepfakes, it is unsurprising that computational or 
deep learning methods of detection have become a popular topic of enquiry. There is a ‘cat and 
mouse game’ of detection and creation (de Seta, 2021), noted in other forms of high-technology 
detection processes in an AI-driven higher education landscape (Roe & Perkins, 2022). Many 
studies continue to posit novel detection techniques to improve accuracy of deepfake detection 
(Giudice et al., 2021; He et al., 2021; Hernandez-Ortega et al., 2020; Huang et al., 2020; Jung et 
al., 2020; Porcile et al., 2024; Qi et al., 2020; Silva et al., 2022; Tolosana et al., 2020). However, 
some argue that because of this tension between identification and evasion, deepfakes are not 
reducible to a problem solvable by detection (Jacobsen & Simpson, 2023).  

Malicious Applications of Deepfake Technologies 

Following deepfake detection, the negative potential impacts of deepfake technologies seem to 
account for much of the extant literature outside of the domain of computer science. These include 
the dangers of deepfake misinformation on political processes and elections (Diakopoulos & 
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Johnson, 2021; Dobber et al., 2021; Hameleers et al., 2022; Vaccari & Chadwick, 2020), 
pornography (Arhiptsev et al., 2021; Burkell & Gosse, 2019; Delfino, 2019; Karasavva & Noorbhai, 
2021; Öhman, 2020) legal and ethical aspects of deepfakes (Citron & Chesney, 2019; Franks & 
Waldman, 2018; Meskys et al., 2019) and the philosophy of deepfakes in moral terms (de Ruiter, 
2021). A common theme that recurs in describing the risks of deepfakes is the ability for actors to 
take advantage of the ‘liar’s dividend’ i.e. the ability for individuals to deny factual content as fake 
(Ahmed, 2023).  

One of the dominant concerns of deepfake disinformation in social and political contexts is the 
ability for it to sow social divisions (Harris, 2021), which can take place along the lines of political 
affiliation, gender, race, and class, while simultaneously lowering trust in institutions and 
authorities (Helmus, 2022). As tertiary educational institutions are tasked with providing education 
and care for students, this is also of great potential impact. Social discontent, instability, and 
lowering of trust in the institution are all specific effects of deepfakes which may be amplified 
within the context of a university or college campus.  

Negative impacts also extend to the individual. Voice authentication of secure information such 
as bank accounts is no longer viable with the advent of vocal deepfakes (OpenAI, 2024), and 
deepfake technology can be used to produce non-consensual media about a person or persons, 
which can invade privacy, damage individuals and families or be used for identity theft (de 
Rancourt-Raymond & Smaili, 2022). This abuse of voice synthesis technology has already been 
witnessed in education, with the deepfake of a US principal’s voice circulated to the community 
by a disgruntled employee (Associated Press, 2024).  Image deepfakes can be used for the 
creation of non-consensual explicit images, which may be specifically used to objectify and 
degrade women, or for cyber-bullying or exploitation (Burkell & Gosse, 2019; Farid, 2022). In one 
study on social media use and deepfakes in Kenya, a majority of respondents (n = 978) had been 
victims of sexual violence on social media, which included being victims of deepfakes (Mayoyo, 
2023). Moreover, as legal regulations and procedures surrounding deepfakes in much of the world 
have not yet developed, there is little opportunity to achieve justice (Kietzmann et al., 2020).  

There are also growing concerns about deepfakes being used to create child sexual abuse 
material (CSAM) (Hern, 2024). Consequently, there is a growing consensus among political and 
legal stakeholders that deepfakes require some form of regulation (Hern, 2024, p. 24; Langa, 
2021), lest the veracity of all audio and visual media come under question, a scenario labelled an 
‘infocalypse’ (Schick, 2020). In the absence of clear regulation in most jurisdictions, it is telling 
that developers themselves are reticent to release powerful models, with Microsoft currently 
planning no API access or applications built on its VASA-1 video avatar model (Xu et al., 2024), 
and OpenAI’s hesitance to release voice synthesis and generation (OpenAI, 2024). 

At the time of writing, no coherent legal and institutional framework is forthcoming; therefore, we 
contend that it is up to practitioners and researchers in educational technology to take the lead in 
addressing deepfakes in a tertiary education context, and that this represents a professional 
obligation to meaningfully engage with GenAI, so as not to let the agenda be controlled by other 
actors (Thompson et al., 2023).  

Positive Applications of Deepfake Technologies  

Despite often being associated with malicious applications, deepfake technology has numerous 
potential positive uses, including in university teaching and learning practice. Deepfakes can 
enhance video conferencing with digital avatars (Gambín et al., 2024), and are used in 
entertainment for recreating deceased celebrities and interactive experiences (Gambín et al., 
2024; Kietzmann et al., 2020). They show promise in tourism (Gambín et al., 2024; Kleine, 2022) 
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and retail by enabling virtual product try-on (Kietzmann et al., 2020). Synthetic audio allows voice 
changes for audiobooks, replacing misspoken words (Kietzmann et al., 2020), and potentially 
providing voices to those who have lost the ability to speak (de Ruiter, 2021; OpenAI, 2024; 
Whittaker et al., 2021). In healthcare and journalism, deepfakes can anonymise data and protect 
identities (Pandey et al., 2021). Synthetic media can support educational campaigns (Farid, 
2022), advertising (Campbell et al., 2022), and e-commerce (Bode et al., 2021), which may 
indirectly benefit educational institutions (for instance, in recruitment and marketing efforts).  

Our review also found there are potential beneficial applications of deepfake technology and 
synthetic media which apply to teaching and learning in a higher education context.  For example, 
Caporusso (2021) describes the potential for “digital twins” which could be used in personalised 
learning, healthcare, and entertainment contexts and Westerlund (2019) points to the use of 
deepfake voice synthesis to create educational media. In the arts, Kwok & Koh (2021) discuss 
Florida’s Salvador Dali museum, which uses a deepfake of the artist to educate visitors, and 
Cheres & Groza (2023) produced an AI-based at installation to raise awareness of the threats of 
social media, using deepfake technology to highlight the ways in which users provide substantial 
training data to AI-models. Pataranutaporn’s (2024) doctoral thesis and concurrent studies 
explore numerous positive and educative applications of the technology, including AI-generated 
mentors, digital health counselling, and virtual study buddies. These studies explore the potential 
of using deepfake audio/visual models of celebrities, fictional characters, and inspiring role 
models, finding benefits for students’ motivation, positive affect towards courses, and overall 
rating of the efficacy of AI-based tutors. As sites of research and scientific enquiry, tertiary 
educational institutions can play a key role in promoting and advocating for these positive uses of 
deepfakes.   

This review reveals both beneficial and adverse impacts of deepfakes relevant to higher 
education. However, the lack of research in these contexts signifies a gap, which our research 
agenda intends to address. While comprehensive and confirming similar results to that of Godulla 
et al. (2021) and Gil et al. (2023), our review is limited by the lack of formal quality assessment of 
included studies. Nonetheless, it provides an account of current literature on deepfakes and 
synthetic media in education. The creation of low-cost, on-demand instructional materials, 
including the capacity to generate multilingual resources, is perhaps one of the greatest potential 
benefits in education. Similarly, the use of synthetic media to create simulations, scenarios, or 
synthetic datasets could facilitate course creations. Finally, in a fashion similar to the extant use 
of synthetic media for entertainment purposes, education providers could use these technologies 
to make engaging videos featuring university leadership or thought leaders in industries and 
fields, making attractive resources for students.  

The aim of our review and exploration of deepfakes as a topic is to relate it to higher education. 
However, while potential use cases with beneficial applications have been detailed above, at the 
time of writing such potential benefits have yet to be realised.  On the other hand, there are 
multiple cases reported on a frequent basis regarding malicious applications of deepfake 
technology in educational contexts (e.g. Morgan and Hales, 2024). Consequently, in the below 
we focus on describing more fully the risks to tertiary education of deepfake technology, and 
potential counterstrategies that may mediate their effects.  

Translating the Risks of Deepfakes to a Tertiary Educational Context  

Cyberbullying of students or faculty   

Cyberbullying is prevalent in universities, with one study finding that 38% of North American 
students (n = 439) knew a victim of cyberbullying (MacDonald & Roberts-Pittman, 2010). Although 
the definition of cyberbullying may vary cross-culturally (Akbulut & Eristi, 2011), core elements 
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include online harassment, threats, circulating embarrassing or sensitive information, and 
dissemination of visual media, such as videos of bullying instances, all of which can have serious 
consequences on mental health (Kowalski et al., 2014). The advent of deepfake technology has 
introduced a new and potentially more damaging form of cyberbullying.  

Our literature review revealed that fraud and non-consensual pornography are prominent impacts 
of deepfake technology, and deepfakes may be used in the context of cyberbullying (Langguth et 
al., 2021). This may include creating videos of an individual making a claim which is controversial 
or damaging via audio or video (Associated Press, 2024), or through sexual bullying by creating 
non-consensual pornography, as noted in the Kenyan university context (Mayoyo, 2023).  

A widely reported incident in April 2024 at Pikesville High School in Maryland, USA exemplifies 
this threat. A high school teacher was arrested for allegedly using AI to create a deepfake audio 
recording of the school principal making racist comments. This false audio led to the principal 
being placed on leave and receiving death threats, demonstrating the severe real-world 
consequences of deepfake-enabled cyberbullying (Looker, 2024). While this example occurred in 
a high school setting, it underscores the potential for similar incidents in higher education, where 
the stakes for professional reputations and career implications may be even higher. In 
universities, cyberbullying may have immediate career implications for students upon graduation 
(Cunningham et al., 2015), making it an especially prominent risk. As accessibility and barriers to 
the entry of deepfake technology continue to decrease, and the convincing nature of the 
technology increases, cyberbullying deepfakes become an ever-more likely scenario, meaning 
that institutions must proactively find ways to address it. 

Academic Dishonesty 

Initial concerns about AI and academic dishonesty focused on detecting AI-generated text and 
using GenAI tools to violate academic integrity (Cotton et al., 2023; Perkins, 2023; Zhou et al., 
2024). However, deepfakes pose an equal risk. While low-tech methods of manipulating research 
data have existed for centuries, AI-based image fraud may be harder to detect (Sundar et al., 
2021). Deepfakes could create fake data, manipulate findings, or distribute false material to 
sabotage other students, and this risk is amplified by increasing pressures in competitive 
educational systems (Roe, 2022). For example, a researcher may use deepfake technology to 
generate audio of interviews which specific individuals which never occurred or provide evidence 
of experiments that did not take place. In health sciences specifically, it may be possible to 
generate synthetic media of medical imaging (e.g. X-rays) to use as research data. In the realm 
of academic references, unscrupulous applicants for grants, jobs, or other competitive processes 
may be able to use deepfake technology to impersonate high-profile referees, thus giving an 
unfair advantage. Deepfake technology could even be used to show an individual attending a 
graduation ceremony from a school that they did not attend, or receiving an award that was given 
to someone else. 

Among a variety of education stakeholders (including undergraduate and graduate students and 
educators), Doss et al. (2023) found that between 27% and 50% of participants could not identify 
deepfake videos, meaning that believable, fraudulent videos, or other deepfake materials could 
impact academic honesty and integrity. Deepfakes can even extend to admission fraud, being 
used to create fake application material, audio or video testimonials, or recommendations, thus 
impacting equity and inclusion in higher education. Diploma mills which mimic established 
universities continue to threaten the validity and integrity of qualifications (Roe & Perkins, 2023), 
and deepfakes could conceivably be used to create false video testimonials or endorsements 
from high-profile academics or institutions.  
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Finally, existing security measures in online proctoring systems (OPS) may be at risk from 
deepfake technologies. Since OPS may rely on biometric data such as facial and voice 
recognition (Slusky, 2020), deepfake technologies which can accurately reproduce both images 
and voice may be used through contract cheating or other forms of academic misconduct. OPS 
which rely on surveillance and monitoring technologies requiring students to be visible through 
video software, may be vulnerable to convincing avatars which can be added to livestreaming, a 
technology which is already commercially available through applications such as HeyGen and 
Synthesia. 

Decaying Institutional Trust and Reputation 

Deepfakes can propagate disinformation and thus lead to the acquisition of false beliefs (Fallis, 
2021). In a higher education context, deepfakes could be produced regarding university 
leadership, staff, or students, in which they endorse or espouse controversial or untrue beliefs as 
has already occurred in a K-12 context (Associated Press, 2024).  Furthermore, younger students 
are vulnerable to misinformation (Doss et al., 2023) and may be more impressionable because of 
social factors (Gwon & Jeong, 2018), making them targets for disinformation campaigns (Ali et 
al., 2021). Consequently, the risk for higher education students to be affected by deepfakes in a 
way that damages the reputation of the institution or community spirit may be larger than in the 
general population.  

In a highly marketised competitive landscape, reputation plays a vital role in universities (Angliss 
2022). As the main risks of deepfakes to businesses are reputation and trustworthiness (Mustak 
et al., 2023), such risks may also affect the operations, aspirations, and financial success of higher 
education institutions (HEIs). Such reputational damage may be irreparable (Moerschell & Novak, 
2020) and should be treated seriously by university leadership.  

Pataranutaporn (2024) also identifies critical ethical issues through various studies, particularly 
focusing on AI-generated characters and their potential for mis-portrayal and disinformation. For 
instance, in the analysis of AI-generated characters as virtual instructors, the risk of these systems 
disseminating false or misleading information is underscored, especially when these characters 
are perceived as authoritative figures (Pataranutaporn, 2024, p.76). The study on deceptive AI 
explanations demonstrates how AI systems can generate explanations that are more persuasive 
than truthful ones, posing a significant risk in educational contexts where deepfakes could be 
used to manipulate academic discourse or fabricate evidence (Pataranutaporn, 2024, p. 156). 
These findings suggest the ethical use of deepfakes in higher education requires stringent 
oversight and the development of policies that safeguard against these risks, ensuring that 
synthetic media is used to enhance, rather than compromise, academic integrity. 

Strategies for Countering the Risks of Deepfakes in Higher Education 

In addressing our second aim, we contend that the greatest potential threats to tertiary education 
stakeholders regarding deepfakes are cyberbullying, reputational damage, and academic 
dishonesty. As educational institutions do not yet have effective ways of preparing students to 
tackle the issues of deepfakes and disinformation (Naffi et al., 2023), we propose three strategies 
based on the extant literature in the fields of cyberbullying and crisis management for institutions 
to begin a proactive approach to countering the potential threat of deepfakes.  

In explaining the first counterstrategy, it is important to note that many university codes of conduct 
do not explicitly address cyberbehaviors (Faucher et al., 2015). Anti-cyberbullying policies should 
specifically refer to behaviours like creating non-consensual deepfakes or spreading 
disinformation, while avoiding overbreadth that infringes on students' rights (O'Connor et al., 
2018). No universal approach exists, as institutions operate in diverse cultural and legal contexts. 
For example, the U.K. has criminalised non-consensual sexually explicit deepfakes (Milligan, 
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2024), enabling aligned institutional reporting policies. Globally, a preventative, context-specific 
approach is necessary (O'Connor et al., 2018), with anonymous reporting to reduce retaliation 
risks (Cunningham et al., 2015). Given the gendered nature of deepfakes and higher rates of 
cyberbullying affecting university women (Faucher et al., 2015), gender-specific policies should 
be considered. This is one of the most pressing issues regarding deepfakes in education, with 
numerous examples of nonconsensual pornography appearing. Indeed, in the Australian context, 
a ‘crisis’ of deepfake pornography is occurring in K-12 education (Schmidt, 2024), while in Korea, 
encrypted chatgroups to create and spread deepfake pornography have been linked to specific 
schools and universities (Mackenzie & Marsh, 2024). 

Table 2  
Risks of Deepfakes in Tertiary Education and Potential Counterstrategies  

Risk Name Risk Description Counterstrategy  

Cyberbullying 

The creation of deepfakes which 
depict teachers or students in 
explicit or controversial situations. 
This has implications for 
cyberbullying and the associated 
mental health and trauma that 
accompanies bullying incidents. 

Universities must not wait for legal 
frameworks to catch up to 
technology, rather they should 
proactively create policy 
frameworks for dealing with such 
cases, including gender-specific 
policies if necessary. 

Deepfake 
Illiteracy 

Students, teachers, and other 
stakeholders may be unaware of 
deepfakes and may not have 
received adequate training in 
identifying misinformation or 
manipulated media. This may lead 
to a higher level of belief in 
deepfake incidents and less critical 
analysis of deepfake content. 

Digital and media literacy efforts for 
staff, students, and stakeholders 
must begin to incorporate 
identification of deepfake 
disinformation to mediate the impact 
of a deepfake incident. 

Ineffective 
Response to a 

Deepfake 
Incident 

Deepfake incidents are a new form 
of AI threat. Universities must 
proactively plan for an incident. An 
inefficient response to a deepfake 
incident may lead to worse 
outcomes for those affected. 

A crisis management plan which 
details a communication strategy for 
a deepfake incident should be 
implemented. This can be part of a 
broader plan to deal with advanced 
technological threats to a 
university’s operation and ensures 
that impact from a deepfake incident 
is minimised. 

 

In relation to the second counterstrategy, educational interventions may be undertaken to inform 
about the risks of deepfakes and synthetic media. Deepfakes may be specifically included as a 
component in anti-cyberbullying awareness interventions, given that education and training can 
be effective in reducing the prevalence of cyberbullying (Li, 2007). However, educating 
stakeholders about deepfakes in general may also be beneficial, as it can be part of a broader 
media literacy effort in an age of growing disinformation. In one of the few studies in this area, Ali 
et al. (2021) described a series of activities to educate middle-school students about how 
deepfakes are created and identified as a method of fostering critical literacy. Such educational 
programs could also be valuable for university students and academic staff.  
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By undertaking deepfake education, students and faculty can be taught what deepfakes are and 
how to suspect them. As Bearman et al. (2024) argue, building students' evaluative judgment and 
media literacy capabilities is essential in a world where misleading deepfakes are increasingly 
prevalent, and this approach can help to ‘pre-bunk’ or ‘inoculate’ students and staff to be sensitive 
and aware of deepfakes as a misinformation strategy (Horvitz, 2022). Sharing some of the more 
relevant research findings on the psychology of deepfake impacts, such as the fact that deepfakes 
may even alter memories of events (Murphy et al., 2023), may also be beneficial in highlighting 
the potential consequences of deepfake disinformation.  

Targeted educational interventions and training programs can help higher education stakeholders 
develop resilience against deepfake technologies and learn to guard against such threats 
(Hancock & Bailenson, 2021). These interventions combat educational fraud, promote trust and 
integrity, and reduce academic misconduct (Perkins et al., 2020). Familiarising students with the 
potential harms of deepfakes may reduce misuse. 

The third counterstrategy relates more broadly to managing crises in institutions of higher 
education. Higher education institutions often treat crises as rare occurrences, making them ill-
equipped to respond (Booker Jr., 2014). In reference to a deepfake ‘crisis’ in which there is an 
immediate and high level of risk to the integrity of the institution, developing a specific 
management and communication plan is necessary. For example, a deepfake crisis may include 
the production of fabricated content of an academic leader saying something inflammatory or 
insensitive, or show them doing something that would cause reputational damage. Such 
disinformation may spread quickly via social media, and a coordinated plan to counter it may 
focus on media strategies aimed at limiting and repairing reputational damages. Such plans can 
also be proactive, including the development of communication strategies to inform people who 
are at risk of being targeted as well as other stakeholders and the media (Moerschell & Novak, 
2020).  

Building on Moerschell and Novak (2020), several examples of crisis management planning can 
be adapted to deal with deepfake incidents. First, practical considerations can involve developing 
a ‘dark site’ to be published only in the event of a crisis to communicate with stakeholders, which 
may enable institutions to combat any disinformation spread by a deepfake and provide accurate 
information to the recipients. A social media page can also be developed to manage crises, 
including deepfake crises, act against conflicting social media information, and release 
information quickly and strategically (Moerschell & Novak, 2020). Fundamentally, crisis 
management plans for deepfakes depend on the information contained in the falsified content. 
However, proactive communication planning and crisis management may mitigate reputational 
damage to institutions, students, and staff involved. Given that the effectiveness of organisational 
responses to disinformation and fake news varies depending on several factors (Vafeiadis et al., 
2019), formulating a set of protocols for deepfake crisis management is an important research 
task. 

Deepfake Education Research Agenda  

Academic research is vital in advancing deepfake technology (Farid, 2022), with a dramatic 
increase in journal articles in recent years (Gil et al., 2023). However, much of this research 
focuses on detection, creation, and political dimensions, with less emphasis on educational value 
or safeguarding students, institutions, and faculty. The lack of existing specific research on 
deepfakes in higher education contexts presents a significant challenge. Without dedicated 
studies in this area, we cannot confidently assume that findings from other industries or contexts 
directly apply to tertiary education. The unique dynamics of academic environments, including the 
emphasis on intellectual property, the nature of student-faculty relationships, and the critical role 
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of institutional reputation, may result in different implications and challenges compared to those 
observed in other sectors. 

Our review has revealed significant gaps in research specifically addressing deepfakes and 
synthetic media in higher education contexts. While studies have explored technological solutions 
for deepfake detection (Giudice et al., 2021; He et al., 2021), potential societal impacts (Citron & 
Chesney, 2019; Harris, 2021), and ethical concerns (de Ruiter, 2021), there is a dearth of 
research examining how these technologies intersect with teaching, learning, and institutional 
practices in higher education. This gap is particularly concerning given the rapid advancement of 
deepfake technology and its potential to both enhance and disrupt educational processes 
(Caporusso, 2021; Westerlund, 2019). Consequently, we formulate a research agenda for 
deepfakes in tertiary educational contexts as below, leaning on four pillars.  

Figure 1  
A Deepfake Research Agenda for Tertiary Education 

 

1. Ethical and Pedagogical Applications of Synthetic Media in Learning 

Our literature review highlighted potential positive uses of deepfakes and synthetic media in 
education (Caporusso, 2021; Westerlund, 2019) but revealed a significant gap in understanding 
how to effectively integrate these technologies into higher education curricula. The proposed 
research priorities in this theme directly address this gap by calling for the development of 
pedagogical models and ethical guidelines specific to higher education contexts. This theme also 
responds to the lack of research on student and faculty engagement with synthetic media in 
learning environments, an area only tangentially explored in studies with younger students (Ali et 
al., 2021; Blankenship, 2021). Building on the work of Pataranutaporn (2024) and investigating 
the potential benefits of AI-generated advisors and tutors, the potential for misinformation and 
disinformation will be of primary concern when developing pedagogical applications of synthetic 
media technologies in education. 
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We recommend a focus on the following areas exploring the ethical and pedagogical applications 
of synthetic media: 

a. Develop pedagogical models for integrating synthetic media into curricula without 
compromising authenticity. 

b. Establish ethical guidelines and disclosure practices for using deepfakes in education. 
c. Investigate student and faculty engagement with synthetic media, including its potential to 

enhance inclusivity and accessibility in education. 

2. Institutional Policies for Deepfake Management 

The literature review identified a clear gap in institution-specific policies and frameworks for 
managing deepfakes, with most existing research focusing on broad societal implications (Citron 
& Chesney, 2019). The research priorities under this theme directly address this gap by proposing 
the development of comprehensive policy frameworks specific to higher education. Additionally, 
while the literature review found numerous studies on deepfake detection (e.g., Giudice et al., 
2021; He et al., 2021), there was little exploration of how these methods could be applied in 
academic settings. Although evidence suggests that HEIs have been slow to adapt to the rapid 
growth of GenAI tools (Perkins & Roe, 2023), given the increasing institutional knowledge bases 
in these areas, institutions may now be more capable of producing effective deepfake policy, but 
require evidence to base this on. Ongoing work, such as the R.E.A.L framework for managing 
deepfake risks (Kietzmann et al., 2020), offers potential starting points for this.  

While some efforts are being made to educate younger students about deepfakes (Ali et al., 2021; 
Blankenship, 2021), empirical studies should test and compare specific pedagogical strategies 
for building university students' and staff critical evaluation skills. This is particularly important 
given the broader challenges faced by academia regarding the detection of text-based GenAI 
content (Chaka, 2023, 2024; Perkins et al., 2023, 2024; Weber-Wulff et al., 2023). This theme’s 
focus on investigating detection and authentication methods in academic contexts fills this critical 
gap. The priorities in this area are: 

a. Develop comprehensive policy frameworks addressing deepfake challenges in higher 
education. 

b. Investigate effectiveness of deepfake detection and content authentication in academic 
settings. 

c. Examine policy implications for academic integrity and assessment. 

3. Impact on Institutional Trust and Crisis Management 

Our review revealed significant concerns about the potential of deepfakes to erode institutional 
trust and create crises within universities but found little research on how higher education 
institutions can pre-emptively manage these risks. The research priorities in this theme directly 
address this gap by proposing investigations into proactive crisis management strategies and 
efforts specific to the higher education context. We echo the point made by Karasavva and 
Noorbhai (2021) that research on how to best support victims of deepfake pornography and other 
specific issues is warranted given that deepfakes are likely to become commonplace (Hancock & 
Bailenson, 2021) and continue to grow over time (Kietzmann et al., 2020).  The focus on long-
term trust restoration processes also addresses a gap in understanding the prolonged effects of 
deepfake incidents on academic communities. We suggest the following priorities to address the 
impact of deepfakes on institutional trust: 
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a. Develop proactive crisis management strategies specific to deepfake incidents in higher 
education. 

b. Investigate strategies to protect academic communities against deepfake disinformation. 
c. Examine long-term trust restoration processes and the impact of deepfakes on student 

trust in educational institutions. 

4. Deepfakes and the Future of Academic Practice 

The literature review found no substantial research on how deepfakes might transform core 
academic practices such as publishing, peer review, and research methods. Additionally, while 
some literature touched on the general impact of deepfakes on identity and self-presentation (de 
Seta, 2021), there was a clear gap in understanding these effects within the specific context of 
academia. The priority focusing on long-term implications for academic careers and identity 
formation addresses this gap. This final theme is ambitious but necessary for understanding the 
long-term impacts of deepfake technologies in higher education. The research priorities in this 
theme directly address this gap by proposing investigations into these areas: 

a. Investigate impacts on academic publishing and peer review processes. 
b. Examine transformation of qualitative research methods and develop ethical guidelines 

for deepfake use in research. 
c. Explore long-term implications on academic career progression, expertise recognition, 

and identity formation in academic contexts. 

Conclusion 

Deepfakes are not the first form of digital manipulation and will not be the last (Farid, 2022). 
However, we believe that the findings of this study should be cause for significant alarm for 
universities and those who work and study at them. We note that while deepfakes are a dual-use 
technology with potential positive applications (Gamage et al., 2022) and that the technology may 
offer some beneficial use-cases for teaching and learning specifically (e.g. virtual lectures) many 
of the examples we noted relate to more nefarious uses. Such uses may disrupt teaching and 
learning activities, impact the mental health of those affected, and significantly damage the 
reputation of institutions. Furthermore, the underlying credibility of research, researchers, and 
data may be less secure than ever before in a world where deepfake technology is common.  

Specifically, we note that while deepfake technologies are still new and have yet to gain 
widespread awareness, examples in the USA, Korea, and Australia demonstrate that explicit, 
nonconsensual deepfakes are being spread in educational contexts at a rapid rate, and that these 
cases have a gendered dimension. As deepfake technology matures and it becomes harder to 
tell fact from fiction, the potential impacts of malicious deepfakes grows even more concerning.  
Aside from the counterstrategies that we have posited, there is also a pressing and urgent need 
for a greater, interdisciplinary research effort. Consequently, we call for research that addresses 
four areas of a broader agenda in higher education, including:  

1. Ethical and Pedagogical Applications 
2. Institutional Policy Frameworks 
3. Institutional Trust and Crisis Management 
4. Future of Academic Practice 

By pursuing this research agenda, the academic community can aim to remain open to the 
potential benefits to teaching and learning that new technologies may afford, while equally forming 
a coherent and robust policy response to the concerning rise of deepfakes.  
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