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Prompting Higher Education Towards AI-Augmented Teaching and Learning Prompting Higher Education Towards AI-Augmented Teaching and Learning 
Practice Practice 

Abstract Abstract 
Large Language Models (LLMs) and conversational-style generative artificial intelligence (AI) are causing 
major disruption to higher education pedagogy. The emergence of tools like ChatGPT has raised 
concerns about plagiarism detection but also presents opportunities for educators to leverage AI to build 
supportive learning environments. In this commentary, we explore the potential of AI-augmented teaching 
and learning practice in higher education, discussing both the productive affordances and challenges 
associated with these technologies. We offer instructional advice for writing instructional text to guide 
the generation of quality outputs from AI models, as well as a case study to illustrate using AI for 
assessment design. Ultimately, we suggest that AI should be seen as one tool among many that can be 
used to enhance teaching and learning outcomes in higher education. 

Practitioner Notes Practitioner Notes 
1. Learning to write effective instructional prompts for AI models will help augment learning and 

teaching practice. 

2. AI models offer the potential for significant productive affordances, including personalised 
feedback, adaptive learning pathways, and enhanced student engagement. 

3. To successfully integrate AI into higher education, institutions must prioritise faculty development 
programs that provide training and support for educators to effectively use these technologies in 
the classroom. 

4. Institutions must ensure that AI is used in a way that aligns with their values and mission and that 
students are informed about how their data is being used. 

5. It is important to recognise that AI is not a panacea for all of the challenges facing higher 
education. Rather, it should be seen as one tool among many that can be used to enhance teaching 
and learning outcomes. 
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Introduction 

The higher education community has been galvanised by the mainstream emergence of Artificial 

Intelligence (AI). Worldwide, universities are grappling with the broader implications of these 

technologies (Bjork, 2023), with AI threatening traditional assessment design including the demise 

of essays and online assessment (Cassidy, 2023). As global awareness of AI snowballs, and the 

availability and adoption rates of consumer-based AI tools skyrocket, universities are increasingly 

recognising the need for teaching and learning approaches to evolve in a manner that adapts to 

a shifting landscape shaped by the growing influence of AI. However, opinions on what that path 

forward will look like remain far from clear.  

Practical responses to 'the AI situation' vary widely. On one hand, people may resist AI or deploy 

defensive measures. Our observations suggest that such responses originate from an initial 

awareness of AI tools, leading to curiosity, followed by experimentation, and finally, resistance. 

This trajectory may result in attempts to regulate AI usage, including outright bans on AI 

technologies (McCallum, 2023) and the adoption of AI-detection software. Resistance likely has 

origins in concerns that AI tools can produce essays, answer questions to exams, and augment 

student capability to achieve an advantage when completing any form of assessment task 

involving computer-based work (Cotton et al., 2023; Kung et al., 2023).  

We recognise these concerns and acknowledge AI's potential to be used in ways that displace or 

misrepresent human effort. However, we believe in taking a different lens to the AI debate. We 

advocate for the integration of AI technologies across academia as a way of potentially improving 

teaching and learning practices, while ensuring the continued relevance and sustainability of 

higher education. 

In this commentary, we draw from our roles as an academic educator and a learning developer 

to extend earlier discussions in this Journal. We build upon Perkins’ (2023) exploration of AI's role 

in academic integrity and Crawford et al.’s (2023) inquiry into the ethical use of AI models. By 

leveraging and sharing our experiences, we seek to assist those who are aiming to create high-

quality AI outputs and navigate this transformative era. 

In what follows, we first discuss the importance of learning 

how to write effective instructional commands to optimise 

the usefulness of AI tools when generating teaching and 

learning content. The discussion is framed by an 

introduction to ‘prompt engineering’ and suggestions are 

provided for different approaches to writing effective 

prompts. We then proceed to operationalise these insights 

by presenting a case study with which to showcase how 

prompts can lead to augmenting assessment design. We 

conclude by noting practical considerations for guiding the 

high education sector towards a sustained future amidst 

the predictable state of operating within an AI-ubiquitous 

world. 
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Prompt Engineering 

Artificial Intelligence (AI) involves machines simulating human intelligence processes. One type 

of AI, known as Large Language Models (LLM), can produce text that resembles human writing. 

A specific application of a LLM is a ‘chatbot’, perhaps the most well-known being ChatGPT. 

However, there are many chatbots, including Google’s Bard and Microsoft’s Bing. These software 

programs work by mimicking human conversation, interacting with users primarily through text: 

upon receiving a text-based input, chatbots analyse the patterns in the data they've been trained 

on, then use these patterns to predict and generate responses. The output produced by chatbots 

is typically a block of text that appears as if it were written by a human.  

In this Commentary, we focus on the versatile benefits of AI chatbots, as applied to educational 

contexts, with particular attention given to the craft of writing effective text-based inputs, known 

as ‘prompts’. Emphasis is placed on the skill of writing prompts because prompts serve as the 

starting point for an AI model’s text generation. Thus, the ability to effectively use AI hinges on 

prompt writing expertise. 

The art of designing, writing, and fine-tuning prompts is termed 'prompt engineering' (Short & 

Short, 2023). As AI becomes increasingly prevalent, and its integration into most computer-based 

tasks becomes expected, the ability to guide AI models is fast becoming a critical skill for thriving 

in AI-enhanced work environments (Taylor et al., 2022). Consequently, the ability to write prompts 

is anticipated to emerge as a crucial competency for harnessing the potential of AI in augmenting 

teaching and learning practices. 

How Education and Teaching Roles Might Change With AI 

AI is becoming increasingly central in its role in shaping the future of higher education (Dignum, 

2021; Pavlik, 2023). Below, we note several potential implications for academic teaching staff and 

learning developers. 

Academic Teaching Staff Role Evolution 

As AI assumes a greater role in content creation (e.g., building content structure and generating 

case studies) and management tasks (e.g., scheduling of classes), the future will likely see a shift 

in the roles and responsibilities of educators. With the continuous advancements in AI technology, 

educators will need to adapt and upskill.  

Mastering the art of writing effective prompts will enable educators to collaborate effectively with 

AI models, resulting in increased chances for generating engaging, targeted, and pedagogically 

sound content (the mechanics of which are introduced below). Expertise in prompt engineering 

also offers promise in equipping educators with the ability to adapt AI-generated content to various 

learning contexts, making AI a tool with the capacity to craft diverse and captivating learning 

experiences. Ultimately, embracing prompt engineering will be essential for academic teaching 

staff to stay at the cutting edge of educational innovation and to ensure their ability to provide 

high-quality learning experiences for their students.  
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Evolving Roles of Learning Developers 

The role of learning developers may evolve to ensure the effective implementation of AI-

generated content within academic settings. By collaborating with academic educators, learning 

developers can support the development of curriculum-enabling artefacts, align content with 

pedagogical objectives, and focus on the crafting of engaging and accessible material for all 

students. As the integration of AI-generated content gains momentum, we anticipate that a key 

aspect of learning developer’s responsibilities will involve offering guidance on both generating 

and using AI-generated content. 

By working in close partnership with academic educators, learning developers can identify and 

advise on the most suitable types of content for AI-generated approaches, guaranteeing 

alignment with the course's learning goals. It is likely that learning developers’ roles will evolve to 

encompass the development of processes to enhance AI-developed artefacts, the identification 

and mitigation of potential biases within AI-generated content and ensuring accessibility for every 

student. Additionally, in cooperation with academic educators, by leveraging data on student 

performance and engagement, learning developers may pinpoint areas requiring improvement 

and content enhancement. We foresee that such skills will become vital for maintaining the 

effectiveness, engagement, and alignment of AI-generated content with pedagogical objectives. 

Learning Management Systems (LMSs): Implications for Content Delivery 

We expect that Learning Management Systems (LMSs) will be significantly influenced by the 

growing integration opportunities that AI-generated content affords. For example, content creation 

and management automation and streamlining can support teaching staff to prioritise student 

guidance and engagement, rather than potentially labour-intensive tasks related to creating and 

updating course materials. We are already seeing early signs of highly personalised, AI-informed 

learning journeys for students through product offerings from private providers (e.g., Chegg, 2023; 

Khan Academy, 2023). Higher education institutions have been slower to adapt inside their LMS 

delivery to remain relevant in this changing education market.  

This leads us to next discuss various factors to consider when crafting effective prompts, 

particularly in the context of using conversational-style AI models like ChatGPT. 

Crafting Effective Prompts 

The Process of Prompt Engineering 

Through our learnings, obtained through hundreds of hours of practical experimentation with AI 

tools, we arrived at a systematic approach to writing effective prompts for use with conversation-

style AI models. Below, we offer a high-level overview of the steps involved in our process (see 

Table 1). The process begins by defining the goal to be achieved by the AI model, then specifying 

the form which the generated content should take, then writing the prompt, and testing and 

iterating the phrasing of prompts until the desired goal is achieved. 
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Table 1.  

Prompt writing steps 

Step Action 

1. Define Goal Identify the specific outcomes you want the AI to achieve. This will ensure 

the prompt aligns with your goal (e.g., learning objectives). 

2. Determine Content 

Type and Format 

Decide on the type of content (e.g., quiz questions, case study) and the 

format (e.g., multiple choice, long answer) that best fits your objectives and 

context. 

3. Craft Initial Prompt Create a clear, concise prompt that effectively communicates the desired 

content and format to the AI model. Make sure to include necessary context, 

instructions, and parameters to guide the AI model towards the desired 

output. 

4. Initial 

Testing/Prototyping 

Input the prompt into the AI model to generate an initial output. 

5. Reflect on the Output Evaluate the AI-generated content to see if it aligns with your intended goal. 

6. Iterate If the content doesn't meet your expectations, refine the prompt by adjusting 

the context, instruction, or constraints. Repeat the process until you achieve 

the desired output. 

 

When crafting the initial prompt, employing precise and unambiguous language should help guide 

the AI model towards producing content that aligns with your predetermined goals. To facilitate 

this process, we recommend incorporating several components into the written prompt, as 

outlined in Table 2. 

Table 2.  

Prompt components 

Component Purpose Example 

Verb Indicates a specific action to be performed. ‘Write…’ 

Focus Provides the process, product, or outcome 

of the action to be performed (in relation to 

the ‘verb’) 

‘…a case study…’ 

Context Explains the scope or parameters of the 

task. 

‘…for a first-year undergraduate 

marketing class.’ 

Focus and 

Condition 

Provides the focus and condition for the 

generated output, defining the subject 

matter and the primary goal. This 

information can help to narrow down the 

scope of the task and clarify what the 

content should include. 

‘The case study should illustrate the 

challenges faced by a small 

business in developing a social 

media marketing strategy for 

attracting new clients.’ 

Alignment Instructs the AI model to align content with 

your desired goal. 

‘The case study will be used to 

support students’ attainment of 
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intended learning outcomes [insert 

learning goals].’ 

Constraints and 

Limitations 

Note any constraints or limitations that the 

AI model should adhere to. 

‘The case study should be 

approximately 2000-words long, 

include a brief description of the 

business, and describe the 

challenges faced by the business in 

relation to designing and delivering a 

social media strategy, and possible 

solutions, and include case 

questions for the students to discuss 

in class.’ 

 

We offer the following prompt (see Figure 1) as an example of operationalising the above 

recommendations (per Table 2). 

Write a case study for a first-year undergraduate marketing class. The 

case study should illustrate the challenges faced by a small business in 

developing a social media marketing strategy for attracting new clients. 

Context: This case study will be used to support students' attainment of 

intended learning goals [insert learning goals].  

Case Study Requirements  

- The case study should be approximately 2000-words long, 

- include a brief description of the business, 

- describe the challenges faced by the business in relation to designing 

and delivering a social media strategy, and possible solutions, and 

- include case questions for the students to discuss in class. 

Figure 1.  

Case study prompt example for an undergraduate marketing class. 

Aligning Prompts with Learning Goals and Assessment Criteria 

To be useful for generating teaching materials, prompts should provide guidance to the AI model 

for generating content that helps students reach specific outcomes, such as understanding key 

concepts, applying theories, or analysing complex problems. By maintaining a clear focus on 

learning goals, educators can write prompts that lead to meaningful and pedagogically sound 

content, tailored to the needs and goals of their student cohorts. We provide three example 

prompts (see Table 3) to illustrate how prompts may be written. The example prompts include 

placeholder text (e.g., ‘[insert topic]’, ‘[insert learning goals]’) which should be replaced when 

using with an AI chatbot, as is relevant to the educational scenario. 
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Table 3.  

Learning goal aligned prompt examples 

Context Example Prompt 

Summarise 

key 

concepts 

Generate a concise summary of the key concepts related to [insert topic] that aligns 

with the following learning objectives: [insert learning goal(s) and associated 

criteria]. The summary should be approximately 300 words in length and provide a 

clear overview of the subject matter. 

Create 

illustrative 

examples 

Create a set of three real-world examples that illustrate the practical application of 

[insert topic] in the context of [insert learning goal(s) and associated criteria]. Each 

example should be accompanied by a brief explanation of how it demonstrates the 

learning objective(s). 

Lesson plan 

development 

Develop a lesson plan for a [insert class duration]-minute class session on [insert 

topic] that addresses the following learning goal(s): [insert learning goal(s) and 

associated criteria]. The plan should include a brief outline of the content to be 

covered, as well as suggested activities and assessments to support student 

learning. 

Encouraging Critical Thinking and Problem-Solving Skills 

Prompts that direct AI models to generate content have the potential to facilitate the development 

of critical thinking and problem-solving skills in students (cf. Mahdi et al., 2020; Tsui, 2002). These 

prompts can be designed to encourage students to delve deeply into the subject matter, pose 

stimulating questions, or present practical situations that demand the application of acquired 

concepts. By employing such prompts (see Table 4), educators can foster an environment that 

stimulates active engagement and promotes higher-order thinking abilities among students. 

Table 4.  

Critical thinking and problem-solving skill aligned prompt examples 

Context Example Prompt 

Scenario  Craft a complex scenario related to [insert topic] that requires students to apply their 

knowledge and critical thinking skills to solve a problem or make a decision. The 

scenario should be approximately 250 words long and include a clear problem 

statement, relevant contextual information, and potential consequences 

Discussion 

questions 

Design five open-ended discussion questions related to [insert topic] that 

encourage students to engage in critical thinking, analysis, and debate. The 

questions should be thought-provoking, requiring students to reflect on the subject 

matter, evaluate different perspectives, and formulate their own opinions. 

Case study Create a detailed case study exploring a real-life issue or challenge within the field 

of [insert topic]. The case study should present multiple perspectives on the issue, 

require students to analyse the situation and develop a well-reasoned solution, and 

align with the following learning objective(s): [insert learning objective(s)]. 
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Fostering Student Engagement and Interaction 

Another important aspect for consideration in prompt writing for teaching practice is writing 

prompts aimed at fostering student engagement and interaction (see examples in Table 5). To 

promote active participation and collaboration, prompts can be designed to generate content that 

facilitates discussion, debate, or group activities. For example, prompts can be used to create 

case studies, role-playing scenarios, or debate topics that encourage students to share their 

perspectives, work together to solve problems and learn from one another. Academics can use 

the results of these prompts as the foundation for in-class activities that students can engage in 

as part of their learning. By crafting prompts that stimulate interaction, educators can leverage AI 

models to potentially generate ideas for more dynamic and engaging learning environments. 

Table 5.  

Student engagement and interaction aligned prompt examples 

Context Example Prompt 

Role plays Generate a role-playing activity related to [insert topic] that encourages students 

to engage with the material and interact with one another. The activity should be 

designed for small groups and include a clear description of the roles, objectives, 

and guidelines for the activity. 

Debates Develop a set of five debate topics related to [insert topic] that will stimulate 

engaging class discussions and promote active participation among students. The 

topics should be controversial, relevant to the course content, and encourage 

students to think critically about the subject matter. 

Collaborative 

group project 

Create a collaborative group project assignment focused on [insert topic] that 

fosters student interaction and engagement. The assignment should include a 

clear description of the project objectives, guidelines for collaboration, and an 

explanation of how the project aligns with the course's learning objectives: [insert 

learning objective(s)]. 

Ensuring Prompts are Adaptable Across Learning Contexts 

Prompts can also provide content that builds in flexibility for various learning contexts. This 

involves considering the diverse needs and backgrounds of students, as well as the specific 

requirements of different disciplines or courses. For example, educators might write a prompt that 

can be easily adjusted in terms of complexity, depth, or focus, ensuring that AI-generated content 

remains relevant and accessible to all students. Example prompt suggestions are provided in 

Table 6. 

A key role for learning developers, and academic educators alike, will likely extend to articulating 

the roles and processes that support the functional design and application of prompts. For 

example, learning developers and academic educators may work together to develop processes 

(i.e., sequential steps) for writing prompts. These processes and example prompts may one day 

form ‘prompt libraries’ (i.e., repositories of prompts and prompt resources) which could be used 

as a reference source for prompt writing or replication in teaching contexts. 
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It is worth noting that AI advancement has been accompanied by emerging AI-focused industries 

and marketplaces containing such prompt libraries. One example is prompt marketplaces, where 

single prompts (as little as a couple of lines of text) are being sold and purchased (see for 

example: https://promptbase.com). We find it foreseeable that prompts (albeit dependent on their 

quality and adaptability) will soon become a significant intellectual property resource and 

comprise a new asset form that may be licensed or sold to third-party education providers. 

Table 6.  

Adaptable across learning context aligned prompt examples 

Context Example Prompt 

Question 

generation 

Craft a series of questions related to [insert topic] that can be easily adapted to 

different levels of complexity and depth, allowing educators to modify the questions 

according to their students' needs and backgrounds. The questions should cover a 

range of difficulty levels and promote critical thinking and problem-solving skills. 

Lesson plan 

template 

Generate a lesson plan template for teaching [insert topic] that can be customised 

to suit different learning contexts and objectives. The template should include 

sections for learning objectives, content outline, activities, and assessments, as 

well as guidance on how to adapt the plan for various contexts. 

Rubric 

generation 

Design an assessment rubric for evaluating student performance on a [insert 

assessment] related to [insert topic] that can be easily adjusted to reflect different 

learning objectives, criteria, or contexts. The rubric should include clear 

descriptions of performance levels and offer guidance on how to modify the criteria 

and standards according to specific needs and requirements. 

 

In conclusion, leveraging prompt writing in teaching practice offers numerous benefits, including 

alignment with learning objectives, the promotion of critical thinking and problem-solving skills, 

increased student engagement and interaction, and adaptability to different learning contexts. 

Education-centric prompts may also form new revenue streams for higher education institutions. 

We now turn to using prompts in the context of crafting assessment and learning experiences, 

leading to a case study example. 

Assessment Design with AI-generated Content 

Prompts can be employed with AI chatbots to assist in the task of formulating assessments. 

Working in tandem with a systematic process and workflow (which we further detail in the case 

study below), prompts can incorporate information pertaining to learning goals and assessment 

criteria to aid in designing assessments. 

This process can be undertaken through various methods. Firstly, it is crucial to ensure alignment 

between assessment prompts and learning objectives. This means that AI-generated assessment 

content should tightly correspond to the intended learning objectives, steering students towards 

fulfilling specific targets and demonstrating their comprehension of the course content. Secondly, 

one should strive to encompass a variety of assessment formats, using AI-generated content to 

8

Journal of University Teaching & Learning Practice, Vol. 20 [2023], Iss. 5, Art. 02

https://ro.uow.edu.au/jutlp/vol20/iss5/02



devise a spectrum of assessment formats, such as multiple-choice, short answer, and essay 

questions. This presents students with diverse opportunities to exhibit their understanding and 

abilities. Thirdly, aim to design assessments that challenge students. By crafting prompts that 

guide AI-generated content, one can create assessments that test students' critical thinking and 

problem-solving skills, encouraging them to apply their knowledge and engage more deeply with 

the material. Example prompts are provided in Table 7. 

Table 7.  

Assessment aligned prompt examples 

Context Example Prompt 

Multiple 

choice 

questions 

Generate a set of 10 multiple-choice questions related to [insert topic] that assess 

students' understanding of the following learning objective(s): [insert learning 

objective(s)]. Each question should include a clear stem, four answer choices, and 

a brief explanation of the correct answer. 

Short 

answer 

questions 

Design a short answer assessment question related to [insert topic] that aligns with 

the following learning objective(s): [insert learning objective(s)]. The question 

should be open-ended, requiring students to demonstrate their understanding and 

application of the topic. 

Essay 

questions 

Create an essay question prompt for an assessment on [insert topic] that 

challenges students to critically analyse the subject matter and develop a well-

reasoned argument. The prompt should clearly state the question, provide any 

necessary context, and align with the following learning objective(s): [insert learning 

objective(s)]. 

Creating Learning Experiences for Diverse Student Needs 

One advantage we found when using AI to generate content is its ability to design learning 

experiences that address the diverse needs and backgrounds of students (Sanger, 2020). By 

crafting prompts (see Table 8) that generate content tailored to different learning requirements, 

abilities, and preferences, educators can create inclusive and accessible learning environments. 

Table 8.  

Diversity aligned prompt examples 

Context Example Prompt 

Lesson plan Create a differentiated lesson plan for teaching [insert topic] that addresses the 

diverse needs and abilities of students in the classroom, including [insert student 

needs]. The plan should include strategies for scaffolding, enrichment, and 

accommodation, as well as clear learning objectives [insert learning objective(s)] 

and a range of activities to engage all learners. 

Group 

project 

Design a group project related to [insert topic] that promotes collaboration and 

inclusivity among students with diverse backgrounds and abilities. The project 

should align with the following learning objective(s): [insert learning objective(s)], 
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and include guidelines for group formation, roles, and responsibilities, ensuring that 

all students can contribute to the project's success. 

Case study 

To demonstrate how AI chatbots can be used for assessment design, we now outline a case 

example and AI-informed process piloted by a learning design team with a group of academic 

educators at The University of Tasmania, Australia.  

The Challenge 

The learning design team was tasked with delivering a workshop to assist academic educators in 

achieving the task of redesigning assessments. The motivation for the workshop stemmed from 

the academic educators needing to enhance the embeddedness of skills development in students’ 

educational journeys. Additionally, the group of academic educators sought to enhance the 

authenticity of their assessments to move towards combatting concerns of AI tool emergence 

associated with academic integrity risks. 

Usually, the task of creating or redeveloping assessments is a time-intensive process. It typically 

involves ongoing collaboration between learning developers and academic educators, where they 

brainstorm ideas, devise prototypes, and formulate instructions for students. However, by using 

AI chatbots – in this case, ChatGPT – the process was expedited. 

The Process 

To design the process, the learning developers drew from several recommendations within an 

Australasian Council on Open Distance and eLearning (ACODE) whitepaper (Venaruzzo et al., 

2023). Specifically, the team focused on recommendation eight, which suggests that institutions 

prioritise assessment redesign by adopting more authentic forms of assessment to minimise the 

option for students to use AI-based tools in generating assessment content. 

The process was shaped by the learning developers designing a linear series of prompts 

(inclusive of prompt examples provided in Figures 2-6) that were designed, tested, and modified 

before the workshop took place.  

Broadly, this process involved first training ChatGPT on the high-level unit curriculum and 

authentic assessment design framework. Second, supporting divergent thinking in relation to 

authentic assessment. Then thirdly, facilitating convergent thinking to guide ChatGPT to assist in 

the selection and authoring of assessment tasks. Each stage involved several sequential steps 

that academics could use to elicit a specific response from ChatGPT. The series of prompts were 

designed to provide contextualised curriculum responses reflective of the subject matter. The use 

of a linear structuring of prompts further decentralised the professional expertise held by learning 

designers, enabling them to work across multiple assessment redesign concurrently and produce 

high-quality first drafts of assessments, no matter the underlying domain-specific content focus. 

Prior to the workshop being delivered, multiple tests were carried out to evaluate and refine the 

wording and sequence of prompts. This included an iterative process whereby prompts were 

drafted and then entered into ChatGPT and then a process of reflection undertaken to ensure the 
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suitability of generated content or refining the wording of prompts accordingly and testing again. 

This resulted in the creation of a final prompt script, which was deemed to elicit a consistent and 

contextualised response from ChatGPT. Informal feedback provided by academic staff during the 

workshop indicated that the prompts did in fact elicit a consistent and contextualised response 

from ChatGPT, and thus represented a suitably valid and reliable process with which to aid 

assessment design to achieve the current assessment redesign challenge (see Figure 2 for an 

example). 

 

 

Figure 2.  

ChatGPT being prompted to assume a given role and clarify the users intended task 

The next prompt (Figure 3) was used to introduce conditions (i.e., parameters) for the AI model 

to work with. This prompt can be viewed as a ‘condition’ with which to provide additional context 

to ChatGPT. A prompt such as this increases assurance that ChatGPT is aware of the type of 

authentic assessment required, thus making it evident that authentic assessment sits on a scale 

from proximal to simulation. 

11
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Figure 3. 

ChatGPT provided with additional context to complete the task. 

The subsequent prompt (see Figure 4) was used in the linear prompt process aimed to clearly 

display the vocational skills associated with a particular study unit, based on the learning goals. 

The content generated from this prompt offered users a variety of vocational skills connected to 

potential assessment choices, thereby serving as an indication of authentic alignment. The AI-

generated output could then act as a reference for the academic and is designed to function as a 

brainstorming tool.  
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Figure 4. 

ChatGPT prompt that guided output to include focus on vocational skills alignment, helping to 

facilitate divergent thinking. 

The prompt and resultant output (see Figure 5) was designed to highlight skills or curriculum 

components that make sense to assessed together. This is done to reduce over-assessing of 

students and develop efficiencies within a unit of study. The prompt asks the AI model to use 

input from earlier prompt outputs to identify assessment options that could be used to assess 

multiple learning goals (indicated in Figure 5 with the phrase ‘intended learning outcomes and 

assessment criteria’). 
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Figure 5. 

ChatGPT prompt used to guide output to align skills with curriculum components. 

A further prompt (shown in Figure 6) was used to ask the AI model to identify six implicit skills that 

may be present in a Portfolio assessment (i.e., one of the assessment types explored during the 

workshop). A prompt such as this aimed to help identify underlining (i.e., implicit) skills within an 

assessment. With the information obtained from the AI model, the academic educator was able 

to gain an awareness of what needed to be taught to students to prepare them with the skills 

needed to complete assessment tasks. Additionally, this awareness was used to help in the 

development of learning activities, which AI models were later used to generate. 
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Figure 6. 

ChatGPT prompt used to identify underlying or implicit skills within an assessment. 

Workshop Reflections 

Although originally designed to aid in the development of authentic assessments, the prompting 

process was also intended to introduce academic educators to the practical application of 

ChatGPT. Many workshop participants had only used ChatGPT superficially. As workshop 

participants were exposed to increasingly sophisticated responses from the AI model, they began 

to reflect on the potential impact of this technology on higher education. Initially, some academic 
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educators expressed resistance and discomfort as they grappled with the blurring of boundaries 

between human expertise and AI capabilities. 

As the academic educators progressed through the phases of the process, they started to 

appreciate the productive affordances of the technology and sought additional opportunities to 

use it. They also acknowledge that although generative AI tools will likely reshape the nature of 

work in the higher education sector, these technologies can also positively contribute to the 

creation of high-quality educational materials and help to craft better student experiences. While 

this technology raises new questions and challenges for academics, learning developers, and 

students alike, participants of the workshop generally recognised that resisting this technology 

would be counterproductive. 

It is necessary to acknowledged that further iterations and refinement was required post-workshop 

to achieve the initially stated challenge. However, using AI tools enabled academic educators to 

complete approximately 80 percent of the required work in the assessment design task. For the 

learning developers, implementing an AI-augmented process resulted in potentially translating 

several months of design work into a 40-minute workshop experience. Ultimately, this case 

demonstrates significant potential for AI to enhance learning and teaching. 

Conclusion 

As we continue to ‘build the aeroplane as we are flying it’ amidst the rapid advancements of AI 

technologies, and their influence on the higher education sector, we acknowledge that there is no 

one clear path forward. We therefore offer broad-brush suggestions to help guide the sector 

towards a positive future. 

Firstly, we advocate for deeper understanding of AI tools. This involves exploring their features 

and experimenting with their functionalities to better grasp their capabilities, limitations, and 

inherent biases.  

Secondly, it is essential to establish clear objectives. When using AI-generated content, specific 

learning goals should be defined to ensure that the application of AI tools enhances learning and 

is in alignment with these objectives. This strategic approach will ensure that AI is not used merely 

for its novelty, but for its potential to enrich learning experiences. 

Thirdly, we suggest a gradual implementation of AI content. This approach involves introducing 

AI-generated content in a step-by-step manner, starting with simpler tasks, and progressively 

advancing towards more complex activities. This incremental approach allows for a smoother 

transition and provides ample opportunities for feedback and adjustment. 

Lastly, we emphasise the need for enhanced support and guidance. Educators are in a prime 

position to assist students in navigating the use of AI tools and ensuring that students comprehend 

the purpose and relevance of AI-generated content in their learning journey. However, it is 

important to note that the process of imparting AI literacies to students begins with the 

development of these literacies among educators. Therefore, professional development in this 

area is of paramount importance. 
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Through this Commentary, we highlighted the significance of prompt engineering in higher 

education by examining its key components, showcasing example prompts across various 

teaching contexts, and presenting a specific case study demonstrating how prompts can be 

employed to create assessments and learning experiences aligned with learning goals and 

industry-based skills. We also proposed strategies for navigating the anticipated widespread 

adoption of AI in education. Moving forward, we firmly advocate for thoughtful and deliberate 

integration of AI, underpinned by curiosity, adaptability, and skill development, to prepare the 

sector for the challenges and opportunities presented by the introduction of these new 

technologies. By transcending concerns over plagiarism and embracing the potential of AI tools 

to address current teaching obstacles, we anticipate that the education community will flourish in 

an increasingly AI-enhanced world. 
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